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1. Additional details on the parameters of the CDV system
The Charney-DeVore (CDV) system is a chaotic low-order atmospheric model inspired by (Crommelin
et al., 2004) that models the barotropic flow in a V-plane with orography. A truncated version of the
CDV system is considered here and it is governed by the following set of ODEs (Doan et al., 2020;
Crommelin et al., 2004; Crommelin and Majda, 2004):

¤D1 = W∗1D3 − � (D1 − D∗1)
¤D2 = −(U1D1 − V1)D3 − �D2 − X1D4D6

¤D3 = (U1D1 − V1)D2 − W1D1 − �D3 + X1D4D5

¤D4 = W∗2D6 − � (D4 − D∗4) + n (D2D6 − D3D5)
¤D5 = −(U2D1 − V2)D6 − �D5 − X2D4D3

¤D6 = (U2D1 − V2)D5 − W2D4 − �D6 + X2D4D2 (1)

The model coefficients in the CDV systems were chosen in this work to ensure a chaotic and intermittent
behaviour and their exact definitions and values are provided hereunder.

The model coefficients are given by:
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for < = 1, 2. In this work, we set the parameters as in (Wan et al., 2018), (D∗1, D
∗
4, �, V, W, 1) =

(0.95,−0.76095, 0.1, 1.25, 0.2, 0.5), which ensures a chaotic and intermittent behaviour.
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2. Additional details on the hyperparameters search for the ESN and values of the
hyperparameters used

2.1. Details on the hyperparameters search
To determine a set of optimal hyperparameters, the following approach is used in our work:

1. The reservoir size is fixed to 500 neurons throughout the hyperparameter search.
2. Following (Lukoševičius, 2012), we optimize the ESN parameters in the following order: (i) input

scaling, f8=, (ii) spectral radius, d, (iii) degree of connectivity, 〈3〉, (iv) leaking rate, U, and (v)
Tikhonov regularization factor, W.

3. To obtain a "first guess" of appropriate values for these parameters, for each hyperparameter
successively, we vary it in a pre-specified range and compute the prediction horizon of the
resulting ESN. The resulting best performing hyperparameters are retained.

4. To refine the values of the hyperparameters, starting from the values found at the previous stage,
we perform successively for each hyperparameter (in the order specified in step 2.) a line search
with a given step ℎ (i.e. we estimate the accuracy of the ESN when the considered hyperparameter
is varied by ℎ - both when it is increased and decreased by ℎ). If the modified hyperparameter does
not yield improved accuracy, then the step size ℎ is decreased. Otherwise, the hyperparameter
value is updated to this newfound value. Once a maximum number of optimization step has been
reached, we move on to the next hyperparameter (in the order specified in step 2.).

During the hyperparameter search performed above, the accuracy of the ESN is estimated by com-
puting the prediction horizon when the ESN (or hybrid-ESN) is evolving in an autonomous manner for
50 different initial conditions.

2.2. Hyperparameters of the ESN for the prediction of the CDV system
The values of the hyperparameters of the different ESNs for the CDV system are provided in Table 1
for the data-only ESN and in Table 2 for the ESN in the hybrid approaches.

Table 1. Hyperparameters of the data-only ESN for the prediction of the CDV system.
〈3〉 U f8= d W

3.5 0.8778 0.64999 0.7 10−5

Table 2. Hyperparameters of the ESN for (left) hybrid-ESN-A and (right) hybrid-ESN-B for the
prediction of the CDV system.

〈3〉 U f8= d W

3.5 0.8778 0.8 0.55 5 × 10−5
〈3〉 U f8= d W

2.5 0.8099 0.40499 0.65 10−5

2.3. Hyperparameters of the ESN for the prediction of the Kuramoto-Sivashinsky system
The values of the hyperparameters of the different ESNs for the prediction of the Kuramoto-Sivashinsky
equation are provided in Table 3 for the data-only ESN, in Table 4 for the ESN in the hybrid-ESN-A
and in Table 5 for the ESN in the hybrid-ESN-B.
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Table 3. Hyperparameters of the ESN for the prediction of the KS system
〈3〉 U f8= d W

3.5 1.0 0.1 0.3 10−5

Table 4. Hyperparameters of the hybrid-ESN-A for the prediction of the KS system (left: with 19
modes; right: with 29 modes)

〈3〉 U f8= d W

3.0 1.0 0.378 0.4 5 × 10−5
〈3〉 U f8= d W

2.5 0.8499 0.5 0.35 10−4

Table 5. Hyperparameters of the hybrid-ESN-B for the prediction of the KS system (left: with 19
modes; right: with 29 modes)

〈3〉 U f8= d W

2.5 0.95 0.4 0.3 5 × 10−5
〈3〉 U f8= d W

3.0 0.95 0.045 0.3 7.2 × 10−5

3. Prediction horizon from different ESN realizations
In this section, we present the prediction horizon of the data-only ESN, hybrid-ESN-A and hybrid-ESN-
B when it is computed using 10 different realizations of the ESN given that the performance of the ESN
may be affected by the random seed used to generated the matrices ]8= and ] (Haluszczynski and
Räth, 2019). We assess here whether our results are affected by this. The calculation of the prediction
horizon for each realization is made for 50 different initial conditions.

3.1. Prediction horizon for the CDV system
The prediction horizon obtained as described above for the data-only ESN, hybrid-ESN-A and hybrid-
ESN-B is shown in Fig. 1 hereunder for the CDV system. It is seen that the trend observed is similar to
the one in Fig. 9 of the manuscript. Namely, hybrid-ESN-B shows the longest accuracy while hybrid-
ESN-A has a better accuracy than the data-only ESN for small reservoir sizes but is of similar accuracy
than the data-only ESN for medium to large reservoir sizes.

(a) (b)

Figure 1. Prediction horizon for the CDV system of (a) data-only ESN and (b) the ROM only (magenta
line and shaded area), the hybrid-ESN-A (orange dotted line and shaded area), the hybrid ESN-B (green
line and shaded area), of the data-only ESN (blue line) for various reservoir sizes, computed from 10
different ESN realizations (and 50 initial conditions for each realization). Shaded area indicates the
standard deviation of the prediction horizon.
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3.2. Prediction horizon for the KS system
The prediction horizon obtained as described above for the data-only ESN, hybrid-ESN-A and hybrid-
ESN-B is shown in Figs. 2 and 3. It is seen that the trend observed is similar to the one in Fig. 18 of the
manuscript, indicating that our results are robust with respect to the ESN realization.

Figure 2. Prediction horizon of the data-only ESN for various reservoir sizes, computed from 10 differ-
ent ESN realizations (and 50 initial conditions for each realization). Shaded area indicates the standard
deviation of the prediction horizon.

(a) (b)

Figure 3. (a) With ROM of 19 modes: prediction horizon of the ROM (magenta line and shaded area),
of the hybrid-ESN-A (orange line and shaded area), of hybrid-ESN-B (green line and shaded area) for
different reservoir sizes and of the data-only ESN (blue line). (b) With ROM of 29 modes: prediction
horizon of the ROM (magenta line and shaded area), of the hybrid-ESN-A (orange line and shaded
area), of hybrid-ESN-B (green line and shaded area) for different reservoir sizes and of the data-
only ESN (blue line). All prediction horizons are computed from 10 different ESN realizations (and 50
initial conditions for each realization). Shaded areas indicate the standard deviation from the average
prediction horizon.
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