ONLINE APPENDIX: A GAME-THEORETIC TREATMENT OF THE SAME PHENOMENON
The model described in the text offers a decision theoretic treatment of how new information affect evaluative prejudice. In this appendix, we present a game-theoretic version of the same phenomenon. In this version, one player, Citizen 1, provides information about the black candidate to another player, Citizen 2. Citizen 1 in this model is the prototype of the Contact in our decision theoretic model. Citizen 2 in this model is the prototype of the Citizen in our decision theoretic model. 

A key difference between this model and the one in the text is that Citizen 1 has an objective function that influences the content of the information about the black candidate that Citizen 2 receives. We opted for the decision theoretic version after realizing that we could generate much of the game-theoretic model’s insights with a simpler model. In other words, after developing this version of the game-theoretic model, we realized – with the help of several readers – that treating Citizen 1 as a strategic communicator was not necessary to produce the types of results about prejudice that we were deriving. We then used the same set of psychological starting points that generated our game-theoretic model to derive the decision-theoretic model.
Since designing the new model, some readers have asked to see the game theoretic version. We present it here. In addition to the structural differences described above, the model has two other key attributes worth noting. First, we solve the model using the self-confirming equilibrium concept (Lupia, Levine, and Zharinova 2010). This choice was motivated by a desire to treat the citizen as potentially less than a fully efficient (i.e., Bayesian) information processor) who may also interpret new information with respect to an incorrect understanding of the true distribution of candidate skill levels. Hence, this version of the model allows Bayesian or non-Bayesian updating). Second, because we use the self-confirming equilibrium concept, and because several key variables in the model are continuous, there are an infinite number of possible equilibria. Hence, our analytic focus is on existence of contexts where prejudice could be sustained rather than on establishing continuing prejudice as a unique outcome of a particular situation. We believe that the decision theoretic model more efficiently conveys our central insight but attach this model so that readers may see how the subject could be treated game-theoretically. 
The game theoretic version was developed to clarify how exposure to a black officeholder affects prejudice’s role in subsequent evaluations. We drew the model’s inputs from the psychological studies described above and from mathematical approaches to belief change. We then derived joint logical implications of these inputs and use these outputs to address questions about prejudice change.

The theory consists of two formal models. Model 1 is a game-theoretic representation of how prejudice affects evaluations when people vary in their opportunities and motivations to process racial information. Model 2 is a decision theoretic treatment of what happens after a person in Model 1 associates their prejudice with a negative personal consequence. To simplify the presentation, we develop each model separately and then use their joint logic to identify necessary conditions for prejudice change in the context specified by the model. We show that under a wide range of conditions, including conditions under which one would not normally expect racial prejudice to persist, even frequent exposure to someone like Barack Obama is far from sufficient to alter how prejudice affects evaluations. 
A. Model 1 Initial Premises

Model 1 features two players, called Citizen 1 (C1) and Citizen 2 (C2). While C1 and C2 are similar in many ways, they differ in one important way. C1 can know things about blacks that C2 does not know. We draw conclusions about changes in evaluative prejudice by identifying conditions under which C2 can – and cannot – learn from C1. So, if we think of C2 as a bigoted citizen, we may think of C1 as a person or entity that C2 observes. Perhaps C1 is a neighbor or a television personality. Or C1 may be a collective entity such as an interest group or a political party that makes statements about a specific black candidate or about blacks in general.

The citizens play an N-period “evaluation game.” N, the number of periods, is finite but can be arbitrarily large. In each of the game’s n(N periods, C1 and C2 must say which of two candidates they prefer. The two candidates are not players in the game – they exist only for citizens to evaluate. Figure A.1 depicts the sequence of moves in a single period of Model 1. Except where noted, and there will be important exceptions, we assume that all aspects of the game are known to both players. In particular, we assume that C1 and C2 can remember their own past actions, as well as anything that they observed in previous periods. 
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In each period, C1 and C2 evaluate candidates with respect to an objective. The objective can represent a material aspiration (such as getting a certain policy passed) or a non-material aspiration (such as living in accordance with a particular moral or ethical standard). We assume that a citizen benefits (receives higher utility) when he favors the candidate that is best able to help him achieve his objective in that period. We represent this difference by saying that in each period, one candidate is more skilled than the other. Skill represents a candidate’s ability to complete their constitutional duties, to work effectively with other branches of government, to maintain public support of important policies, or to act in accordance with a particular moral or ethical standard. When evaluating a president, the evaluation’s point of comparison can be someone else who the citizen imagines can do the job. The game's N periods represent N such evaluations.

We focus on the case where both citizens have the same objective in each period and where C2 may be ignorant of this fact (in ways that we shall describe below). This case is helpful because it is simple and stark. For example, it would seem that C2 can increase his utility by simply mimicking C1. Given that our main result is that prejudice change is difficult, the fact that such a circumstance exists makes the main result more difficult to achieve and potentially more informative as a result.

As just mentioned, C2 may lack information not only about the candidates’ skills, but also about C1’s motives. Model 1 includes cases where C2 falsely believes that he and C1 have different objectives. This lack of information may lead C2 to discount or ignore his observations of C1. These actions, in turn, can allow racial prejudice to affect C2’s evaluations despite the fact that there is no objective rationale for doing so. Which brings us to how prejudice enters the model.

Besides skill levels, candidates have one other potentially salient attribute – their races. In each period, one of the candidates is black and the other is white. We denote Citizen i’s, i({1,2}, choice to favor the white candidate or the black candidate in period n as fin({0,1}, where fin=1 denotes citizen i favoring the black candidate in period n and fin=0 denotes favoring the white candidate.

An important element of the model is what citizens know about the relationship between race and skill. In some periods, the black candidate is more skilled than the white candidate. In other periods, the opposite is true (i.e., which candidate is better able to help citizens can vary from objective to objective).

As in the published model, we model this variation by holding the white skill level constant across periods and allowing black skill levels to vary. Let (n({0,1} denote the black candidate’s skill level in period n, where (n=1 means that the black candidate is more skilled with respect to that period’s objective and (n=0 means that the black candidate is less skilled. We assume that skill levels are independently determined for each period. In other words, (([0, 1] is the (exogenous) probability that the black candidate is more skilled ((n=1) in any given period. 

To represent the idea that citizens benefit from favoring skilled candidates, we define their motivation as follows. If Citizen i favors the white candidate in period n, then he earns a utility of .5 for that period (Uin(f1n=0)=.5). A citizen’s utility from favoring a black candidate depends on (n. In periods where the black candidate is more skilled, favoring him yields a utility of 1 (Uin(f1n=(n=1)=1). When the black candidate is less skilled, favoring him yields a zero payoff (Uin(f1n=0,(n=0)=0). Across periods, the utilities for each player, denoted Ui, are simply summed (Ui= (n1Uin).

Model 1’s key premise is that C2 varies in his ability to observe candidate skill levels. While C1 always knows which candidate is more skilled (the true value of (n), C2 may lack such knowledge and instead base his evaluation on racial prejudice. Variance in how C2’s processes his observations of C1’s actions, and in how this processing affects C2’s evaluative prejudice, is our principal analytic focus.
B. Citizen 2’s Private Signal

In many game-theoretic models, nearly all attributes of the game, such as the underlying structure of beliefs and allocation of information, are assumed known to all players. The same is not true here. To tell a more realistic story about prejudice, we design Model 1 to allow greater variance in what players know. Since C1 knows all relevant information, the model’s knowledge variations pertain to C2. We also assume that Citizen 2 may be oblivious to his ignorance. 

Following Fudenberg and Levine (1993, 1999), we represent knowledge variations as “private signals.”
  C1’s private signal is completely informative about all aspects of the game. As it is a constant in this model, there is no value in denoting it further. The content of C2’s private signal varies and is the model’s focal element. A technical definition of C2’s private signal is in Section G below. In words, it: either reveals the true value of ( or it reveals nothing about whether blacks or whites are more skilled on average; either reveals the true value of (n or it reveals nothing about whether the black or white candidate is more skilled in period n; and it either reveals C1’s utility function or it does not.
We analyze the game under three kinds of private signal for C2. These three kinds are sufficient to clarify how exposure to new information can change prejudice’s role in C2’s evaluations. We call the three private signals “completely informative”, “minimally informative”, and “able to observe some contradictions.”  They are defined as follows. 

· A completely informative signal for period n gives C2 all information about the game. This signal is akin to having access to friends or a news program that perfectly reveals the correspondence between a candidate’s race and skill.

· A minimally informative signal for period n reveals to Citizen 2 neither (, (n, nor C1’s utility function. Hence, even though C2 can observe C1’s evaluations, he may lack information about what the evaluations imply about the black candidate’s skill level. This kind of signal is akin to a situation where citizens have no means for accessing definitive information about race and skill. 
· The able to observe some contradictions signal differs from a minimally informative private signal only in that it allows C2 to observe the black candidate’s skill level in any given period with a non-zero probability. To simplify the presentation, it is not necessary to specify what this probability is beyond stating that it is non-zero and is not correlated with the true value of (n.

Since C1 has complete information and since both citizens have identical motivations to favor the period’s higher skilled candidate, we have set up a circumstance in which C2 can maximize his utility by simply mimicking C1’s evaluations. However, C2 may be ignorant about what C1 wants. For example, in the minimally informative private signal case, C2 can represent a conservative citizen who sees a liberal’s (C1’s) evaluations but does not consider them relevant to his own evaluation strategy because he conjectures that liberals have fundamentally different values than he does (i.e., different utility functions; “he cares more about diversity than performance”). So, even though C2 can observe the actions of an informed peer, questions remain about whether this observation affects prejudice's role in subsequent evaluations. 

C. Model 1 Sequence of Events and Equilibrium Concept

Each period’s sequence of events is as follows. First, Nature (i.e., factors outside of the citizen’s control; history) determines which candidate is higher skilled. Recall that ( is the probability that the black candidate is more skilled in any given period. Next, C1 observes (n, the black candidate’s skill level for period n, and evaluates the candidates (f1n({0,1}). Next, C2 observes his private signal. C2 uses the private signal to develop beliefs about how race and skill relate. C2 then renders his evaluation, f2n({0,1}. 

We characterize strategies and outcomes in this model using the self-confirming equilibrium (SCE) concept (Fudenberg and Levine 1993, 1998). This concept is unlike the Nash equilibrium concept that is commonly associated with game theory. In a Nash equilibrium, a player’s strategy is evaluated for whether or not it is a best response to the strategies of other players. In a SCE, by contrast, each player rationalizes their actions only with respect to their own beliefs and conjectures.

In Model 1, the key element of a SCE is the correspondence between what C2’s private signal reveals, what C2 believes about the black candidate’s skill level, and what C2 conjectures about how C1 evaluates candidates. If C2’s beliefs and conjectures are consistent with his observations, then he has no incentive to reconsider his strategy. 

 In Model 1, the relevant strategy pertains to evaluation. An evaluation strategy is a function that converts a citizen’s knowledge of the game, beliefs about aspects of the game that he does not know, and conjectures about other citizens’ evaluation strategies into a rule for favoring one candidate over the other in each period.  Intuitively, an evaluation strategy is a goal-oriented plan of action that converts a citizen’s personal circumstance into an evaluation. 

When no player has a rationale for changing their evaluation strategy, then their actions are “in equilibrium.” The substantive implication of this equilibrium notion for our present purposes is as follows: When a set of beliefs and strategies are “in equilibrium,” the logical implication is that if none of the inputs change, then the output will not change and, as a result, that such circumstances better characterize strategies and behaviors better that circumstances that are not in equilibrium. 
This notion of equilibrium, while not grounded in the psychological literature on prejudice, is also not unknown to it. Consider, for example, the literature on motivated correction referenced above. In describing its main tenets, Fiske (1998: 363) who says that people “normally engage in cognitive shortcuts, unless motivated to go beyond them.”
Section G below contains a technical definition of an SCE for this game. The most pertinent attributes of that definition are as follows. First, to be part of a SCE, an evaluative strategy must maximize a citizen’s expected utility given what he knows, believes, and conjectures about the game. Second, to survive as part of an SCE, a citizen cannot observe anything during the game that contradicts his beliefs, or conjectures. 

Unlike common equilibrium concepts such as Nash Equilibrium and Perfect Bayesian Equilibrium, we do not ask whether strategies are best responses to the strategies of other players. Instead, we ask whether each citizen’s strategy is a best response to her own beliefs, conjectures, and observations. So if C2 has a minimally informative private signal, he can have mistaken beliefs about the black candidate’s skill level and false conjectures about C1’s utility function. However, if C2’s beliefs and conjectures are never contradicted by what he sees (i.e., the information conveyed by his private signal), he has no reason to change anything – he has a rationale for maintaining his evaluative strategy. When the same is true for both citizens, then the strategies are “in equilibrium.”
An implication of this way of thinking about prejudice’s role in candidate evaluation is that we need not assume that citizens have the same belief about blacks and whites. Hence, C1 can know that the black candidate is better able to help the citizens achieve their objectives -- at the same time that C2 believes the opposite. Hence, then examining Model 1’s SCE can clarify conditions under which C2 can maintain prejudiced evaluations even though contradictory evidence exists. An advantage of SCE is that it allows us to represent citizens as starting with very different beliefs about race -- and as using new information about a black candidate in very different ways.
 
D. Model 1 Results

We now present conclusions that are logical implications of the premises named above. Section G contains proofs of conclusions whose logical relationship to the premises is not obvious. 

Proposition 1 refers to the case where C2’s private signal is completely informative. 
Proposition 1. The unique SCE for the completely informative case entails both citizens favoring the most skilled candidate in every period.
Here, the citizens’ knowledge of candidate skill levels makes race irrelevant in their evaluations. 

The outcome changes when C2 knows less. Table 1 describes a SCE for each of the three kinds of private signal. For the two remaining private signals, minimally informative and able to observe some contradictions, we focus on the case ( =.5 even though the results we derive for this case can be derived in many other circumstances. We focus on this case because it is the one in which black and white skill levels are equal in expectation. This case is advantageous rhetorically, because it is the case where, if C2 knew everything, he would never benefit from evaluating candidates based on their race.
 Moreover, we focus further on conditions under which a focal equilibrium can, and cannot, be sustained. In the focal equilibrium, C2 begins the game with an anti-black prejudice: C2 believes that( =0 (i.e., the black candidate is always less skilled). My analysis clarifies when new information changes C2’s prejudice.
 [TABLE A.1 ABOUT HERE.]

The following set of strategies, beliefs, and conjectures constitutes a SCE when C2’s private signal is minimally informative.
Proposition 2. For the minimally informative case and (=.5, the following is a SCE: (*1n(f1n=1|(n=1)=1, (*1n(f1n=0|(n=0)=1, (*2n (f2n=0|(*2n,(*-2n)=1,(*2n((n=1| f1n, ((,(,())=0, (*-2n(f1n|(*2n)= 
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In words, Proposition 2 says:
· C1 has a dominant strategy: Favor the black candidate when he is more skilled. Otherwise, do not.
· C2 has a belief, conjecture, and a strategy that are mutually reinforcing. About skill, he believes (=0 (blacks are inferior). About C1, he conjectures that C1’s utility function is increasing in diversity (favoring the black and white candidate equally over time) rather than in actual candidate skill levels. Given his beliefs and conjectures, the only evaluation strategy that C2 can rationalize is to always favor the white candidate, regardless of what C1 does. In each period, and over N periods, C2’s utility of .5 per period from favoring whites is always higher than the utility he expects to receive from ever favoring a black candidate in any period, 0. Moreover, as N((, C2 observes C1 adding (|(n=1|)*N black applicants. Since ( =.5, this observation is not inconsistent with C2's false conjecture about Citizen 1’s desire for diversity (i.e., as N((, 
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(0). Hence, C2 continuously regards C1’s evaluations as uninformative about candidates’ true skill levels. Therefore, C2 can sustain his mistaken beliefs, false conjectures, and prejudicial evaluations indefinitely.

In this SCE, race is irrelevant to C1. So, if C1 were evaluating President Obama, then we can describe his strategy by saying “Obama is not stereotypically black” for the purpose of the evaluation. For C2, by contrast, race is all that matters. So, if C2 were evaluating President Obama, then we could describe C2’s strategy by saying that for the purpose of evaluation, Obama remains stereotypically black.

What allows prejudice to persist in affecting C2’s evaluations in the minimally informative case? The answer is his persistent inability to relate his anti-black prejudice to its negative impact on his utility. Since C2 incorrectly believes that C1 bases his evaluation on an interest in diversity rather than skill, C2’s observation that C1 sometimes favors the black candidate does nothing to challenge C2’s black inferiority belief. Hence, C2 is never directly confronted with evidence of his errors. This is why C2’s prejudice persists. This situation is consistent with Hochschild’s (2001) finding that despite ostensibly having access to the same historical information about blacks, many citizens are able to sustain beliefs about blacks that not only mistaken but politically consequential.
What happens we change what C2 can observe? Proposition 3 describes the consequence of moving from a minimally informative private signal to a private signal that can reveal at least some contradictions amongst C2’s beliefs, conjectures, and observations. 

Proposition 3. For the able to observe some contradictions case and (=.5, the SCE named in Proposition 2 cannot be sustained indefinitely as N((.
Here, C2 begins with the same beliefs and conjectures as in the minimally informative case (i.e., black inferiority). Now, however, there is now a non-zero probability that C2 will observe the black candidate’s true skill level, (n, in a given period. Since the black candidate is less skilled than the white candidate in some periods, C2’s ability to observe the candidates’ true skill levels need not be initially sufficient to cause C2 to observe a contradiction between his racial beliefs and reality. He can maintain his initial beliefs and his prejudicial evaluation for as many consecutive periods, starting from period 1, that (n=0 when he observes (n. But as N((, there will be a period where C2 observes (n=1 and realizes that he is not always better off favoring the white candidate. This observation will contradict his black inferiority belief, (=0. It will create the first moment in the game at which C2 realizes that his prejudice may harm his future utility (i.e., a material objective such as getting a certain policy passed or a non-material aspiration such as living in accordance with a particular moral or ethical standard). At this moment, his beliefs, conjectures and strategies are no longer in equilibrium. C2 can no longer rationalize his actions as he once did. Something has to give. We represent the mechanics of such moments as Model 2.

E. Model 2 Premises and Conclusions 
Model 2 is a decision theoretic model that explains C2’s therapeutic strategy.  A therapeutic strategy converts attributes of C2’s situation into a decision about how to react when he observes a contradiction to his prior belief. We represent such a process as strategic to reflect the idea that for a non-prejudiced response to follow a prejudiced response requires “intentional inhibition of the automatically activated stereotype and activation of the newer personal belief structure. In other words, prejudice is the result of an automatic process but can be controlled under certain conditions” (Devine 1989:5). Treating inhibition as a strategic decision to invest cognitive effort follows Lupia and Menning (2009).
We assume that C2 thinks through the issues specified in Model 2 if and only if he observes something in Model 1 that is inconsistent with his beliefs and conjectures. In other words, absent any motivation to question his evaluative strategy, C2 devotes no effort to doing so. This representation of belief change follows that of Holland, Holyoak and Nisbett (1986: 80), who state that: “triggering conditions are the failure of a prediction and the occurrence of some unusual event” (also see Leahey and Harris 2001).

Given such a trigger, C2 must decide whether to invest time and effort in attempting to update his racial beliefs. We denote this choice as I({0, 1}, where I=1 denotes a decision to pay cost k>0 to try to change his thinking (e.g., therapy -- self-administered or professional -- or taking the time to find relevant information and attempt to use it to change one’s beliefs) and I=0 denotes a choice not to do so.

When C2 chooses I=1, he gains access to a completely informative private signal with probability z ( [0,1], where z is exogenous. In other words, with this probability the consequence of therapy is an inhibitory connection that extinguishes the black inferiority belief and replaces it with the ability to observe the black candidate’s true skill level. This sequence is analogous to Kurzban, Tooby, and Cosmides (2001) claim that race is a cognitive variable that can be “overwritten by new circumstances.” Our treatment differs from theirs, however, in that we do not assume that race is “easily overwritten.” Instead, We treat the difficulty of such overwrites as a variable. With probability 1-z, C2's inhibition attempt fails and he will again act on the basis of his initial belief, (=0.  So, a high value of z represents the circumstance described by Kurzban, Tooby, and Cosmides. Low values of z, by contrast, reflect the point of view of Kandel, et. al. (1995: 651-666) who argue that even for motivated people, information processing is characterized by severe constraints including the very limited storage capacity and high decay rates of working memory as well as the restrictive rules by which stimuli alter long-term memory.
 
We denote therapy’s potential benefit as x((, which represents C2’s (exogenously determined) belief about the expected utility of playing future periods of Model 1 as he would if his private signal were completely informative minus the expected utility of continuing to base his Model 1 evaluation strategy on his prejudice. Small values of x represent cases where C2 imagines little or no negative consequences from continuing his prejudice. Large values of x represent cases where C2’s imagines substantial negative personal consequences (i.e., bad policy outcomes, not living in accordance with a desired more or ethical code, realizing that a mistaken belief about black intelligence may cause them to make errors in non-political domains, etc.) from continuing to evaluate blacks as he did before. This representation of belief change's antecedents follows from many empirical observations. As Pham, Cohen, Pracejus, and Hughes (2001: 170) explain, "the initial affective response will prompt subsequent thought generation through both automatic and controlled processes. The initial affective response can automatically cue affect-congruent materials in memory. In addition, knowledge may be actively recruited to more fully assess the affect-eliciting stimulus and to transform the initial affective response into a motivationally relevant response."
To complete the definition of this stage, we state a tie-breaking rule for cases in which investing in “therapy” and not doing so provide equal expected utility: C2 seeks to change his ways only if he expects a positive net benefit from doing so. If C2 believes that pursing or not pursuing therapy provide equal expected utility, then he chooses I=0.
Proposition 4 describes the only therapeutic strategy that C2 can rationalize in Model 2.

Proposition 4. C2 seeks therapy if and only if x>k/z.
Proof. The expected utility of an inhibition attempt is zx-k. By contrast, the expected utility of making no such attempt is 0. Therefore, C2 attempts inhibition only when x>k/z. QED.
Proposition 4 implies that new information about a black candidate will not reduce evaluative prejudice unless a person associates their prejudice with a negative personal consequence. In other words, if a person does not feel some kind of negative affect and recognize that their prejudice causes that pain, then they will have no incentive to reconsider their prejudice. So, if an observed contradiction in Model 1 leads C2 to realize that persisting in the belief (=0 will lead him to substantial errors in the future (high x) and he believes that he can change his prejudice with a reasonable amount of effort, then he will make an effort to do so.

By contrast, if C2 believes that the contradiction he observed is a “one-time thing” and that as a general manner he can continue to evaluate blacks as he did before without suffering any negative consequences (low x), or C2 he believes that he is incapable of change (high k or low z), then he will not make the attempt. The “one-time” observation will be mentally stored as an “exception” or as a “subtype” and Citizen 2 will continue evaluating black candidates as he did before. In referring to C2’s choice not to rethink his initial view of blacks as “subtyping,” We follow Richards and Hewstone (2001:51), who say, “Subtyping occurs when perceivers respond to members of a target group who disconfirm their stereotypes by seeing them as exceptions to the rule and placing them in a separate subcategory apart from members who confirm the stereotype.” We use “subtyping” to describe this outcome, because we assume that C2 cannot pretend that he did not see a contradiction. When C2 subtypes, he maintains his previous beliefs about blacks in general by inferring that the “contradictory” candidate was “not really black.”
 

F. Joint Logical Implications of Models 1 and 2 

Figure A2 depicts the joint logical implications of Models 1 and 2 for prejudice change. The three rows pertain to C2’s evaluative strategy as presented in Propositions 1-3. The two columns refer to the therapeutic strategy described in Proposition 4.

The top row represents one extreme: citizens know candidates’ true abilities and their evaluations do not depend on race. For the purpose of evaluation, these people are color-blind. Continued contact with a black president does not alter prejudice’s role in their evaluations.

The bottom row represents another extreme. These are people whose lives allow them never to realize negative personal consequences from prejudiced evaluations. They have no reason to question their beliefs. So, if they begin with a prejudice, it will persist – even if contradictory evidence exists.

The middle row represents the conditions for prejudicial change. Here, citizens may start out with a mistaken prejudice about race and skill. Because these they can observe contradictions, they can realize that their prejudice will cause them future pain. The question then becomes whether these citizens will put any effort into changing their minds.

On the left side of the middle row, C2 cannot bring himself to try to change his ways. He needs another way to reconcile the contradiction he observed. Hence, C2 concludes that the candidate is “not inferior in the way that we thought a black candidate would be.” He subtypes the candidate. From C2's perspective, this candidate is no longer stereotypically black and, in the end, his initial prejudice remains available for evaluations of other blacks.

The right side of the middle row describes conditions for prejudice change. Here, C2’s observation leads him to question whether his prejudice will cause him future pain. Moreover, he believes that “therapy” can help him update his beliefs and that his expected utility will rise as a result. This is the situation where contact can alter prejudice. 
Now consider the figure as a whole. Think about how unlikely it is that some people will find themselves in the small part of the table where contact reduces evaluative prejudice. This view suggests that the conditions required for contact to reduce evaluative prejudice will not be easily satisfied for many citizens. Interactions amongst, and conditional relationships between, the quality of a person’s information (i.e., their private signal), their motivation to process such information (which is increasing in x), and their beliefs about the likelihood that trying to change their ways will be worthwhile (low k, high z) are essential parts of the equation. Proceeding as if these conditions and interactions are irrelevant can yield incorrect conclusions about how new information affects prejudice’s evaluative implications.


These conditions also explain differences in the empirical claims made above. For example, in Kurzban, Tooby, and Cosmides (2001) experiments, subjects have access to credible and informative information about race’s irrelevance to their political objectives. Hence, they have set up a circumstance where contradictions are easy to observe and incentives to update beliefs are strong. Indeed, many claims of the form “contact reduces prejudice” are based (explicitly or implicitly) in the assumption that contradictions to prejudices are easily observed and trivially acted upon and with little or no attention to underlying causal mechanisms (see also Paluck and Green 2009). Sinclair and Kunda’s subjects, by contrast, are never confronted with a situation that helps them see negative personal consequences following from their racially prejudiced responses. In such cases, and in cases where people have no reason to believe that they can change their ways or no reason to believe that they could avoid future personal negative consequences by doing so, we should expect prejudice to persist.

In sum, intergroup contact is far from sufficient to reduce prejudice’s role in evaluations of his performance in this model. Instead, the following conditions are also necessary:

· A person must be in a situation where they can associate their application of a prejudice with a negative personal consequence. If they have no way to relate the negative consequence to the prejudice, then they have no incentive to consider rethinking the prejudice or its evaluative role.

· If a person associates a negative outcome with the prejudice, changing prejudice’s role in subsequent evaluations does not occur automatically. The person must be willing to rethink their beliefs to make that change happen.

· Willingness to rethink beliefs, in turn, requires sufficient motivation and expectation of efficacy.

· Sufficient motivation refers to the idea that continuing to act on the prejudice will cause additional negative personal consequences in the future.  If, by contrast, the person is convinced that the negative outcome they observed was a one-time-thing, their motivation to change is nil.

· The expectation of efficacy comes from the belief that an attempt to change a prejudice will mitigate future negative consequences and that the benefit of such mitigation outweighs the costs inherent in trying to rethink a prejudice and change one’s actions accordingly. People who reside in contexts where prejudices can be expressed without negative consequences are less likely to expect efficacy than those who reside in contexts where such expressions are taboo.

Hence, the role of racial prejudice in evaluation is best understood as a joint product of psychological, contextual, and strategic factors. In other words, if having an African-American president leads people to realize that a previous belief about black competence is not only mistaken, but also personally costly (i.e., a citizen realizes that some of the decisions he makes causes outcomes that are bad for him), and if the same people are in a situation where they are willing and able to change their views, then the presence of a black president can reduce prejudice in subsequent evaluations. Without this combination of circumstances, prejudice will remain.

In sum, prejudiced persons may be exposed to positive information about black candidates that counter their initial stereotypes. If acute events force them to pay attention to this information, they will have to find some way to reconcile their observations with their prior beliefs. To handle the inconsistency, people can reevaluate their prejudice or they can maintain it by concluding that Barack Obama is not black in the sense of their initial stereotype. What they do at such moments is not only a function of their prior beliefs about race, but also of the context that affects what they believe about the costs and benefits of attempting to change their ways. 
G. Technical Definition of Model 1 SCEs and Required Proofs

Let (n({0,1} be C1’s type in period n, where (n=1 denotes the type that knows of higher black skill levels in period n and (n=0 knows the opposite. We assume that players know their own types.


Let fin({0,1} be Citizen i’s period n evaluation, where fin=1 denotes Citizen i favoring the black candidate in period n and fin=0 denotes the opposite. We denote C1’s evaluation as f1n((n) to account for different strategies for C1’s types. We denote C2’s evaluation in a way that accounts for its possible dependence on C1’s evaluation f2n(f1n). Let (in denote a mixed strategy for Citizen i in the set of possible actions for him. Then, (n is a strategy profile for period n.


Let y2n({(,(}({(,(n}({(,U1n}  be C2’s period n private signal. Let y2n=((, (n, U1n) be completely informative and y2n=((,(,() be minimally informative.


Let (i((n) represent Citizen i’s belief about black skill levels. By definition, (1((n)= (n. When (1((n)=(2((n), the citizens have shared beliefs about blacks. We use (2((n)=(2((n| f1n, y2n) to denote the possible dependency of C2’s beliefs about black skill levels on his observation of C1's evaluation and the private signal. Let ( represent the true probability that (n=1 in any period n. 


Let (-in([0,1] denote Citizen i’s conjecture about the other citizen’s period n strategy.


Finally, let (1n(f1n) denote C1’s conditional probability of taking action f1n upon observing (n in the mixed strategy (1n and let (2n(f2n|(2n((n| f1n, y2n), (-2n(f1n|(2n)) denote C2’s conditional probability of taking action f2n upon observing f1n and y2n and then forming belief (2n and conjecture (-2n in the mixed strategy(2n.

Definition. An evaluation strategy profile (*n is a SCE with conjectures (*-in and beliefs (*in, if the following conditions are satisfied: 

· For any (n, U1n((*1n, (n)( U1n((1n, (n), ((*1n((1n
· For any (n and f*2n such that (*2n((n| f1n, y2n) . (*-2n(f*2n|(*2n((n| f1n, y2n))>0,  U2n((*2n,(n)(*2n((n| f1n, y2n)(*-2n(f1n|(*2n) ( U2n((2n,(n)(*2n((n| f1n, y2n)(*-2n(f1n|(*2n), ((*2n((2n
· For every possible value of y’2n of y2n, ({f1n,(n: y’2n} (*2n((n| f1n, y2n)(*-2n(f1n|(*2n)= ({f1n,(n: y’2n} ((1-()(*1n(f1n|(n=0)) + (((*1n(f1n|(n=1))
Proposition 1. The unique SCE for the completely informative private signal case is, for i({1,2},

· Uin((*in(fin=1|(n=1)=1) =1 > (in(fin=1|(n=1) =Uin((in(fin=1|(n=1)), ((in(fin=1|(n=1)<1
· Uin((*in(fin=0|(n=0)=1) =.5 > .5(in(f1n=0|(n=0) =Uin((in(f1n=0|(n=0)<1) , ((in(fin=0|(n=0)<1
The validity of this claim follows directly from the SCE definition. This solution is also the unique Nash Equilibrium for this case.

Proposition 2. For the minimally informative private signal case and (=.5, the following is a SCE: (*1n(f1n=1|(n=1)=1, (*1n(f1n=0|(n=0)=1, (*2n (f2n=0|(*2n,(*-2n)=1, (*2n((n=1| f1n, ((,(,())=0, (*-2n(f1n|(*2n)= 
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(0, as N((. 

Proof: To show that these strategies, beliefs, and conjectures are a SCE, it is sufficient to demonstrate that

· U1n((*1n(f1n=1|(n=1)=1) =1 > (1n(f1n=1|(n=1) =U1n((1n(f1n=1|(n=1)), ((1n(f1n=1|(n=1)<1
· U1n((*1n(f1n=0|(n=0)=1) =.5 > .5(1n(f1n=0|(n=0) =U1n((1n(f1n=0|(n=0)<1) , ((1n(f1n=0|(n=0)<1
· U2n((*2n (f2n=0)=1)=.5( (2nU2n( f2n=0) +(1-(2n)U2n(f2n=1|)(*2n((n=1| f1n, y2n)(*-2n(f1n|(*2n),( (*-2n(f1n|(*2n), and all (2n(f2n=0)<1, where (*2n((n=1)=0
The first two inequalities follow from C1's complete information. It remains to validate the third inequality. The private signal in this case is y2n=((,(,(). Since (=.5 and C2 conjectures about C1
(*-2n(f1n|(*2n)= 
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(0, then as N((, C1’s choices will not contradict the conjecture even in the limit. Since the private signal is uninformative, C2 will never observe the personal consequence of favoring a highly skilled black. Hence, C2’s observations are insufficient to contradict his conjecture or belief and the third inequality holds for all n. QED.
Proposition 3. For the able to observe some contradictions private signal and (=.5, the SCE named in Proposition 2 cannot be sustained indefinitely as N((.
Proof. The difference between the focal SCE for the minimally informative private signal and the focal SCE for this case is that the signal y2n=((,(n​=1,() contradicts (*2n((n=1)=0. This contradiction implies that “U2n((*2n (f2n=0)=1)=.5( (2nU2n( f2n=0) +(1-(2n)U2n(f2n=1)(*2n((n=1| f1n, y2n)(*-2n(f1n|(*2n),( (*-2n(f1n|(*2n), for all (2n(f2n=0)<1” is false. In other words, C2 realizes that there exists a mixed strategy in which sometimes favoring a black candidate provides greater expected utility than the strategy of always favoring the white candidate. After such a revelation, the Proposition 2 strategy-belief-conjecture triple for C2 cannot be sustained as a SCE. QED.
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Figure A1. Extensive Form Representation of a Single Period in Model 1
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Table A1. Characteristics of Focal Equilibria for Model 1 in Period n.

	Citizen 2's Private Signal
	Completely Informative
	Minimally Informative
	Able to Observe Some Contradictions

	Claim
	Proposition 1:

uniqueness
	Proposition 2:

sufficient for prejudice persistence

 
	Proposition 3:

sufficient for prejudice change 


	Domain


	(([0,1]
	(=.5
	(=.5

	Citizen 1's strategy


	f1n=(n, (n(N
	f1n=(n, (n(N
	f1n=(n, (n(N

	Citizen 2's strategy
	f2n= f1n, (n(N
	f2n= 0, (n(N
	f2n= 0, (n(N

this strategy ceases to be viable after a period in which (n=1 is revealed 


	Citizen 2's initial belief about the black candidate

	(n
	(n=0,

 because (=0*
	(n=0,

 because (=0*

	Citizen 2's initial conjecture about Citizen 1's strategy
	Utility maximization 
	Diversity maximization*:

As N((, 
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	Diversity maximization*:

As N((, 
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*=a false belief or conjecture
Figure A2. Depiction of Prejudice’s Role in Evaluations for Three Focal Cases

	
	Citizen 2 believes that inhibition is likely to fail or is not worth trying x ≤ k/z

	Citizen 2 believes that inhibition is likely to succeed and is worth trying x> k/z

	

	Citizen 2’s private signal is completely informative
	No change:

Evaluation independent of prejudice

	(MODEL 1: Evaluation (

	Citizen 2 is able to observe some contradictions

	Subtyping occurs.
Initial prejudice otherwise preserved

	Change is possible


	

	Citizen 2’s private signal is minimally informative 


	No change:

Initial prejudice persists

	

	
	( MODEL 2: Therapy (
	
	


� This specification also implies risk-neutral citizens. This assumption is conservative relative to our conclusion that prejudice persists (i.e., the white candidate is favored) even when objective rationales for such prejudice are absent. Were we to assume risk-averse citizens who see black candidates as more risky than white candidates, the conditions in which prejudice persists would expand even further.


� The term “private signal” used here is not equivalent to the term “private information” that game theorists use to describe game attributes that are known to one player but not another. See Fudenberg and Levine (1999) for more information on the distinction. 


� For other uses of the self-confirming equilibrium in Political Science, see de Figuredo, Rakove, and Weingast (2006), and Lupia, Levine, and Zharinova (2010). Two additional characteristics about SCE are important to note. First, SCE is a generalization of Nash Equilibrium rather than a refinement. Second, the SCE concept does not require that players use Bayes’ Rule to process information. It requires only that actors’ beliefs and conjectures, however drawn, are consistent with their observations. As Bullock (2009) reports, implications of Bayes’ Rule for political learning are widely misunderstood. It is, however, accurate to say that Bayes’ Rule implies efficiencies in how people use information that may not always be present in reality. We choose to solve the model using SCE instead of Perfect Bayesian Equilibrium as it provides a ready means for describing goal-oriented information processing in the presence of a wide range of potential information-processing inefficiencies.


� This focus parallels that of Coate and Loury (1993). In a model designed to clarify affirmative action’s effect on negative stereotypes, they focused on the case where identifiable groups are equally skilled. They proved that affirmative action did not eliminate the stereotypes in many such instances. 


� Schacter (2001) explains basic properties of memory and their social implications. McDermott (2004) offers a broader view of the neurosciences’ political implications.


� Model 2 shares important similarities with the “self-regulation” model (Monteith and Mark 2005). It assumes (116) that “when people become aware that they have responded in prejudiced ways and such beliefs are inconsistent with their beliefs about how they should respond, negative affect is experienced.” A difference between the two models is that we assume that such changes occur only if C2 believes that continuing his prejudice will reduce his future utility. If, instead, C2 believes that his prejudice is unrelated to his future objectives, then we assume that he experiences no negative affect. 


Also, in their model (140), “behavioral inhibition in a situation where a prejudiced response may occur is necessary to disrupt an ongoing, automatic behavior and facilitate prospective reflection.” They claim (134) that this system “will result in behavioral inhibition that allows one to engage in … a more careful consideration of how to respond so that biased responses can be avoided.” In other words, if a discrepancy is discovered, a behavioral inhibition system ends biased responses. We assume that inhibition is attempted only if C2 finds it worthwhile to invest in therapy and that an attempt may not succeed. The modeling differences are consequential. They conclude (142) that “people can learn to bring relatively automatic reactions to members of stereotypes groups under control so as to respond without bias.” Our conclusion states additional requirements for such an outcome.








PAGE  
1

_1205663029.unknown

_1205662992.unknown

