Methodological Appendix
This appendix describes the detailed methods used for retreival and analysis. All code used for the analysis that implemented these methods can be found on Github: https://github.com/davidmanheim/Vaccine_Twitter_Evaluation 
Data Retrieval Method and Limitations
The data retreival began with gathering all tweets by Vaccine Safety Net (VSN) members, and these were used to identify which accounts were involved in conversations. The inclusion criteria for the initial data gathering step was to include all accounts which the primary accounts interacted with - replied to, retweeted, or quoted. Once all tweets by accounts in the expanded list was retrieved, the threads that preceded any of the interactions in any of those tweets were retrieved. The interaction tracing was repeated to capture the entire up-thread set of tweets. The data retreival occurred in June and July 2019, but the collected tweets were restricted to those sent in 2018. The retreival led to an expanded dataset of 1,017,176 tweets overall, from which the two corpuses in the paperwere constructed.

One key limitation of the data collection method is that it cannot discover failures to reply. That is, if a public health organization or other user in the dataset is mentioned, responded to, or asked questions, the conversation is captured only if they in fact reply. While this is an important limitation for understanding how often organizations fail to engage, it does not exclude any conversations that occurred. A second critical limitation is that Twitter unfortunately restricts retrieval of user data to the previous 3,200 tweets, so that for the most prolific accounts, and the most involved discussants, not all data covering 2018 was available. While it seems that most public users are far less prolific, the ones most likely to be involved in discussions may have been outliers.
Classifying Conversations
In the paper, we defined different conversation types using Rhetorical Structure Theory (RST). This represents conversations as a directed graph of statements (“text spans”) that have relationships. For Twitter data, we treated each tweet as a single statement, represented by a node on a conversation graph. Replies or quoted tweets are edges connecting nodes. Since the format of twitter allows both quote tweets and replies, an extension to RST, which assumes a strict tree structure, (Mann et al 1988) is needed. In our model, each tweet can have both multiple children, and multiple parents.

We also extend RST to multi-person conversations by defining types of interaction between individuals and multi-person discourse. As briefly described in the paper, we considered monologues, reply-conversations, dialogues, multi-dialogues, and polylogues. First, a monologue is a conversation where all tweets in the conversation were by a single user. In some cases, there are responses, where a second user replies to the monologue, which we call a reply-conversation. Dialogues occur where there is at least one back-and-forth conversation between two users. In some cases, multiple users are involved. When a conversation has multiple dialogues involving more than two users it is a multi-dialogue, if the dialogues are separate, or a polylogue if there is at least one chain with dialogues involving more than two users. In the paper, we did not distinguish between these last two categories.

However, not all conversations with two users, or even many users, are dialogues. If one or many users reply but there is no back-and-forth, it is a reply conversation and not a dialogue. Even if there is a reply conversation, multiple users can reply, even multiple times, however if this is ignored by the original participants, they are not involved in conversation, and it is not a dialogue, much less multi-dialogue or polylogue. For example, a tweet which asks a question might have many replies by many users, but no follow-up.

In addition to noting if a conversation was a dialogue or polylogue, we are interested in which users were involved in the conversation. For instance, an expert’s tweet that was replied to or quote-tweeted once is very different than a dialogue with replies back-and-forth, or a polylogue involving many members of the public, experts, and health organizations.

Note that despite the nested hierarchy, conversations belong to only the last category that applies. For instance, all dialogues, multi-dialogues, and polylogues could be called reply-conversations, but when referring to reply-conversations we intend only those reply-conversations which are not in any of the later categories. Note also that in this paper we did not differentiate between multi-dialogues and polylogues, and will refer to both as multilogues.
Formal Graph Theoretic Definitions
Given a conversation encoded as a directed acyclic graph with nodes classified by the speaker, a conversation can be a monologue, reply-conversation (with N users,) a dialogue, a multi-dialogue, or a polylogue. A monologue is a conversation where all nodes are by the same user, U. A reply-conversation is a conversation with nodes by multiple users which are not dialogues. A dialogue is a conversation where there exists at least one tweet by some user U with a predecessor written by a different user D, where the tweet by D itself has a predecessor written by U, and where it is not a multi-dialogue or polylogue. A multi-dialogue is a conversation with multiple dialogues involving at least three users that is not a polylogue. Finally, a polylogue is a conversation with at least one tweet by some user U with a predecessor written by a different user D, which itself has a predecessor by a third user T, where the tweet by T itself has a predecessor written by U.
Account Classification
Because the relevance of conversations to public dialogue depends on involving the public, it is critical to classify users into members of the public versus experts, health organizations, news, and other similar account types that do not represent the broader public. Doing so is difficult, however, as will be discussed. To classify accounts, the paper used three classification methods used to identify user types based on 1) wikimedia website matches, 2) web address data, and 3) keyword matches.

Where available, the websites listed by an account were used to identify the account owner, either via classifying the organization from outside wikimedia data, or based on a heuristic match based on the web site. First, website identification based on wikimedia was used to classify the account as an organization if it was classified research, a university, or a nonprofit. (Note that while businesses, news companies, and similar are organizations, they are not health- or research-related, so are considered “other” for the purpose of this classification.) Otherwise, the keyword matches and domain type matches were used.

Using the web site URLs listed by each account, we performed automated matching for web sites where Wikimedia has information about the corresponding organization. For some of these matches, Wikimedia’s information was incomplete or structured in a way that didn’t allow extraction of organization type, but the automated search was able to find organization types in many cases.

The automated analysis of organizations based on wikidata yielded a high number of matches, allowing identification of organization type. The below table lists the number of each subset that matched, and how many had a known type in wikimedia, while the following table shows the distribution of those types. Because expert individuals are less likely to be notable than organizations, the lower match rate is expected.
	Keyword Matches
	Has Website
	Wikimedia Match
	Known Type

	Organization
	6255
	915
	511

	Expert
	1353
	55
	37

	Neither
	29137
	1948
	1075


Distribution of Wikimedia Match Types
	Wikimedia Matches
	Research / University
	Nonprofit
	News
	Business / Other
	Person

	Organization*
	22 / 6
	47
	204
	55 / 57
	120

	Vaccine Expert*
	6
	0
	2
	5
	24

	Neither
	35 / 7
	62
	351
	113 / 116
	391


* Classified based on keyword matches.

After the wikimedia matching, we also classified remaining unclassified accounts that had websites listed based on a heuristic method of parsing website URL domains, as well as a heuristic to identify whether the sites were likely to be “personal” web sites.

The heuristic for identifying personal sites involved detecting typical hosts and configurations, and was spot-checked for accuracy and reasonableness. To whit, all web sites from academia.edu, about.me, scholar.google.com, linkedin, or twitter were assumed to be personal ewb sites. In addition, sites were classified as personal if they included directory names with “people”, “profile”, “faculty”, “staff”, “personal”, or “~” (which is used as a prefix for subfolders belonging to specific accounts on a server.) For those sites not detected as personal sites, we classified the site based on the domain type. Academic sites were those .edu, or .ac.*, government sites were .gov, .gov.*, .mil, or .mil.*, companie sites used .com or .co.*, and organizations sites were .org, .org.*, .net, .net.*, or .int. Note that some sites matched none of these, for instance, due to using novelty domains.
	Domain Name Type
	Keywords indicate Organization
	Keywords indicate Expert
	No Keyword Match**

	Personal
	349
	156
	2390

	Academic (.edu)
	168
	200
	451

	Government
	224
	26
	281

	Company
	2669
	470
	13984

	Organization
	1011
	200
	2895


* For accounts with a website to classify

Note that the correspondence here is not necessarily indicative in either direction; individuals can list their organization in the field for website, and website domains are not restricted to the “correct” organization type. For instance, an expert might have a web site, www.expertname.com, or a nonprofit might list the organization’s website which ends in .com, www.organization.com, and in either case the URL is classified as a company, despite the account's actual owner.

For the many remaining accounts where no web site was listed, or where the above heuristic found no match, the keyword match was used to heuristically classify users into experts, organizations, or neither. Based on an initial keyword search of descriptions, we identified 8,753 likely organizations. The keyword list was developed based on an iterative manual check of a small subset of the data to identify keywords commonly used by organizations. The match was not case sensitive, and included matching substrings. The list is; "official", "national", "nonprofit", "non-profit", "news", "hospital", "department", "agency", "center", "health care", "healthcare", "company", "foundation", "association", "charity", "organization", and "institution". After the iterative checking to expand the list of terms, a check of 10 of the automatically classified users included 8 actual organizations, and two false positives which were both senior administrators at such organizations.

A similar keyword match was used to identify 1,879 self-identified non-organization experts, based on the use of key terms in their descriptions. The term list was developed interatively and checked similarly to the list for organizations. The terms found are; "dr.", ''doctor”,' md ", "m.d." " md." "research", "professor", and "public health". Of the 8,753 organizations found via keyword matches, 6,659 identified a web site in their profile, while 1,371 of the 1,879 experts did so.
Analysis of Bots
Using the BotOrNot API we found 664 bots in the unfiltered full user set of 75,766 users, giving a prevalence of bots in the that user set of 0.87%. The threshold chosen was based on a Pew study that used a score of 0.43. [39] This is far lower than in the general userbase of twitter, which is understandable given that the dataset is based on conversations involving known organizations, which are less likely to involve bots. In addition to this filtering, however, during the course of the project all users with scores above even the far stricter score limit 0.25 were suspended by twitter, and such users were excluded because data could not be retrieved.

Focusing on the conversations dataset, the set of users which had conversations with VSN members included 28 users, or 1.3%, were detected as bots using the Pew standard. In the relevant conversations dataset, we found 182 users, or 4.2%, whichwere detected as bots. These users and their tweets were removed from the analysis of conversations, or the tweets were not retreived due to the account suspensions.

Unfortunately, there are many other forms of influence operation which are concerning, but which will not be detected as bots. For instance, bot-detection analysis does not allow consideration of astroturfing, where paid advocates of a position create dishonest and misleading content on the pretext that they are disinterested, a critical issue on Twitter, especially for controversial issues, (Addawood 2019) or sophisticated naton-state influence operations, which can intentionally create conflicting narratives. (Bodine-Baron et al. 2018, Connable et al 2018) These are certainly issues in broader discussions of info-demics, perhaps especially those related to conversations about vaccines, but believe that they minimally distorted the current analysis of the behavior of the organizations.
Follower Network
Often, conversations occur between users that follow each other, but because twitter’s feed is (no longer) exclusively users followed and their retweets, and because people sometimes browse twitter more widely via lists, quoted tweets, and other sources, this has only minor relevance. While somewhat related to conversational structure, the members of the vaccine safety network often follow each other, and it is useful to note the follower/following relationships in the dataset when looking at how each account behaves. The below graph illustrates this.This is especially true because these topologies often relate to behavior, as noted by Smith et al., 2014.
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The pictured relationships between VSN accounts is less relevant given the focus of the paper on interaction with the braoder public. Unfortunately, the size of the network makes it difficult to visualize the follower network of the broader participant population.
Note on Statistical Analyses and Preregistration
Note that no specific analyses or hypotheses were preregistered, and therefore the analyses in the paper are exploratory rather than confirmatory. Reported p-values indicate differences between the two corpuses, but (had been preregisterd) the corpuses overlap slightly and are drawn from a sample which cannot be considered independent due to the construction of the datasets. This means that the tests used are not valid as null-hypothesis statistical tests, and are instead indicative of the fact that the two corpuses contain very different distributions of conversations.

A preregistered draft research purpose document which laid out the initial goals and analysis plans is also available on Github, which can verify that the general structure of the analysis was planned before the data was retreived, and at least show that the questions addressed were not chosen on the basis of post-analysis data dredging. As noted, the analyses themselves were not preregistered.
Data Availability
The code used for the analyses is available on github, along with the Tweet IDs and User IDs to enable independent reconstruction of the analyses, along with the code that was actually used for extracting the data and summarizing results. Twitter’s terms of service does not allow public sharing of datasets. Per Twitter terms, all twitter data is owned by them, but up to 50,000 tweet objects can be provided per day upon request for noncommercial purposes under the Twitter Data Use Agreement. The full dataset is therefore available upon request to the corresponding author.

References
1) Mann WC, Thompson SA. Rhetorical structure theory: Toward a functional theory of text organization. Text-Interdiscip J Study Discourse. 1988;8(3):243–81.

2) Addawood, A. (2019). Understanding misinformation on Twitter in the context of controversial issues (Doctoral dissertation, University of Illinois at Urbana-Champaign).

3) Bodine-Baron, E. A., Helmus, T., Radin, A., & Treyger, E. (2018). Countering Russian social media influence. RAND Corporation. 

4) Connable, B., Young, S., Pezard, S., Radin, A., Cohen, R. S., Migacheva, K., & Sladden, J. (2018) Russia’s Hostile Measures. RAND Corporation. 

5) Smith, M. A., Rainie, L., Shneiderman, B., & Himelboim, I. (2014). Mapping Twitter topic networks: From polarized crowds to community clusters. Pew Research Center, 20, 1-56. Chicago.
