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Online Data Supplement
	
In this supplement we reproduce and describe the full system model of SNS operations and the failure mode analysis for the different components of the SNS deployment and dispensing model (shown in Figure S.1) built as described in the main text.  
SNS Operations Systems Model
In Figure S.1, each step required to dispense medical materiel from the Strategic National Stockpile to the general public – from the release of materiel by the Federal Government to handing-out doses at the local level – is laid out as a block diagram.  Arrows between blocks show how each process depends on the results of other parts of the system.  
In building a system map, the goal is to describe the response system at an “appropriate” level of detail.  For the purposes of this study, the system must be described at a high enough resolution that all events or actions that could negatively affect performance can be reasonably identified. However, excessive detail can be a problem, as complexity in the initial block diagram is magnified in later stages of the analysis as we construct even more detailed fault trees for each step.  Furthermore, as the number of steps and failures multiply, interpreting the results of the analysis becomes more difficult.  
Our system model is based on earlier work that broke SNS deployment and dispensing into its component parts in order to develop measures and metrics for evaluating SNS dispensing plans and performance (Nelson, et al., 2008; Chan, et al., 2009; CDC, 2006; DHS, 2007.).  The fundamental structure of our model is drawn from Nelson, et al., 2009, Appendix A, Figure A-1 and A-2, p. 37-38.
Starting from that body of work, we disaggregated some parts of the published models into more basic functions until we felt we had identified the major types of things that could go wrong.  In this process we were guided by lessons from earlier response reliability analysis of other incident scenarios (Jackson, et al., 2010).  For example, incident command operations is broken down into the actual functioning of the command structure, development of situational awareness, resource and staff management, and allocation of resources to tasks.  As will be discussed in the fault tree section of this supplement, each type of activity has very different types of failure modes that might hurt performance, and therefore breaking them out makes a systematic identification of those modes more straightforward.  
In building the model, similar to the approach of most top-level planning and guidance documents, we attempted to be non-jurisdiction or incident specific.  The focus was identifying and defining the core functional pieces of incident management and response operations that would be recognizable as a template for planners and practitioners in jurisdictions ranging from large metropolitan areas to less populated regions.  
Model Structure
Reflecting the structure of guidance and other documents on SNS operations, our model is divided into five main sections. Three sections are modeled in detail and are the focus of our failure analysis 
1. the command and control level (green), covering overall coordination of SNS operations at the jurisdiction or higher level 
2. RSS and distribution (purple), covering the logistics elements of stockpile distribution once delivered to an area by the federal government, and 
3. POD operations (blue), covering activities directly involved in dispensing.  

For completeness, two additional elements are shown in our model in abbreviated form but were not analyzed in detail due to scoping concerns: 
4. public information activities and actual movement of members of the public to POD locations (white), and 
5. the federal-level activities (pink) involved in deployment of the SNS.
At each level, there are similar elements related to incident management; building situational awareness; managing and allocating resources; and the dispatch or tasking of resources to achieve tasks.  All levels also have security and responder health-and-safety functions.  In practice there will be differences in the implementation of these response components, but their commonalities allow them to be analyzed with similar fault trees.
· At the command and control level, these functions relate to request of SNS resources, call down of staff and sites for operations, and management of other equipment and resources.  
· At the RSS level, in addition to the incident management functions, there are staff training issues and the allocation of those staff and other resources to different logistics tasks from unloading of SNS resources, breaking down material into packages matching POD needs, and distribution of those packages as needed.  
· At the POD level, the common incident management functions are linked also to staff training, set-up up for dispensing operations, and then all functions involved in direct dispensing to members of the public – starting with intake and triage, through screening, and finally to actual dispensing and patient exit from the POD.

Information transfer also occurs among levels, making contributions to situational awareness.  The model as developed is shown in Figure S.1




Figure S.1 – Conceptual Model of Strategic National Stockpile Deployment and Dispensing for Failure Mode Analysis


Notes: C2 = command and control; IC = incident command; S&H= safety and health; SNS = Strategic National Stockpile; RSS = Receipt, Store and Stage site;  POD = Point of Dispensing.

[bookmark: _Toc271733738]SNS Failure Mode and Fault Tree Analysis
To identify the things that could adversely affect SNS dispensing performance, we build detailed fault trees for the major blocks in Figure S.1 for overall command and control, RSS, and POD operations.  Since SNS deployment and dispensing are an integrated set of response activities, a single failure tree could theoretically be constructed that addressed how faults anywhere in the system affected the ability to successfully dispense medications to the population of an MSA (imagine a diagram similar to figure S.1 but in which the text describes potential failures rather than activities).  However, one of the benefits of failure mode effects and criticality analysis is that each part of the system can be considered separately and the probability of failure in each part can be recombined into an overall likelihood of failure using the rules of probability logic.    This allows for a more thorough analysis of each response function than would be possible if we were trying to describe only one or two ways in which the incident command, to take one example, could fail.  As a result, we craft failure trees for individual pieces of the system diagram shown in Figure S.1.  
For each portion of the system, the construction of a failure tree involves three main steps:
1. Defining the “system failure” for that portion of the response model – This step consists of identifying the negative outcomes in each part of the response operation that translate into poor performance for the response operation overall.  For example, such system failures could include incident command dysfunction (which might affect performance in a variety of ways) or much more tangible system failures such as a halt in dispensing operations. 
2. [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Define logical classes of root failure modes that could produce the system failure – Each system failure could be produced by a variety of mechanisms called “root failures”.  To ensure that the process of identifying root failure modes was as systematic as possible, we first identified intermediate groups or classes of potential failures.   For each part of the system we looked for considered potential problems that could arise from four main classes: (a) planning and organization, (b) equipment and technology, (c) personnel shortfalls and human error, and (d) external environmental causes. 
3. Identify the root failures within each of those classes that could result in system failure – For each system failure, we then stepped through the different potential classes of failures to identify the individual root failures.  Individual failure modes were added to the trees connected by AND or OR linkages denoting whether they could produce a system failure on their own or only when combined with additional failures.  Though our intent was to frame the trees generally so they would be applicable across jurisdictions with somewhat different SNS and POD planning, there is a level of subjectivity inherent in building such trees.  For example, each relevant branch of the tree has an “other” category to capture causes of failure that were not called out separately, such as those of sufficiently low probability or consequence that identifying each would unnecessarily increase the complexity of the result.  

In total, 23 failure trees were created to cover the entirety of the system model shown above.  In cases, such as transportation or communication, in which many different levels of the system (federal, local incident command, POD command, etc.) were subject to the same types of failures, we constructed only one “general” tree and noted that it should be duplicated at each level.  That is, since communication and the common failure modes associated with it appear in many trees, it is clearer to break communication out as one separate tree to reduce repetition and complexity in the model.  
Beyond these common failure trees that apply many places in the model, individual failure trees also have some connections between them – for example, breakdowns in the effective incident management can affect many parts of response, from clear decisionmaking by leadership to the ability to task responders to perform critical response functions.  These linkages, reflecting the interdependencies that exists in any actual response operation, are denoted by including the ultimate system failure from one part of the model as a failure mode in an other – i.e., dysfunction in incident command (the ultimate system failure on the “establish and run incident command” failure tree) appears as a failure mode on the subsequent “situational awareness” failure tree.  These interconnections make it impossible to fully treat individual parts of the system as separate from one another, but are necessary to capture the realistic potential for cascading effects within the response system from breakdowns in key components.  
We sought to build trees that were not specific to a particular plan or jurisdiction, so the results would be relevant to planning and assessment as broadly as possible.  Some differences in the architecture would be expected depending on plan specifics.  For example, some failure modes that might be viewed as rare or low consequence enough to be captured in the ”other” category in one jurisdiction might be specifically broken out in others.  In building the trees, we also generally did not include “hedging strategies” or system features that could act to catch individual failures as they occurred.  For example, in POD operations, errors in patient paperwork is a potential cause of a dispensing error/failure.  We could have included a “double check” step in the model (e.g., errors in patient paperwork occur AND a double check step does not catch the error).  These kind of hedging strategies are ways that a specific plan might reduce the chances of a failure occurring, but we left them out in the interests of simplifying the already very complex set of failure trees for the SNS deployment and dispensing system.  The sole exception that we are aware of was the inclusion of “back up communications” as an explicit feature in the communications tree since the need for redundant communications is formally reflected in many guidance documents.
Table S.1 provides a listing of the individual failure trees, the portions of the response model they relate to, and the identifying letters that link them to their location on the response model shown in Figure S.2.
Table S.1 – Listing of Failure Trees and Relevant Portions of SNS Deployment and Dispensing Activities
	Code
	Failure Tree Title
	Relevant Model Components

	A
	Establish and Operate Incident Command
	Command & Control, RSS/Distribution, PODs

	B
	Develop Incident Action Plan and Resource Allocation
	Command & Control, RSS/Distribution, PODs

	C
	Facility/Personnel/Other Resource Call Down
	Command & Control

	D
	Sharing of Information and Resource Requests Between Sites
(from level to level within response operation)
	Command & Control, RSS/Distribution, PODs

	D*
	Request SNS* 
	Command & Control

	E
	Situational Awareness 
(including information on staff, SNS resources, patient demand, etc.)
	Command & Control, RSS/Distribution, PODs

	F
	<Site> Setup
(including set-up of RSS site(s) and PODs.  EOC or other incident management location for overall response is assumed to be permanent and not require set-up)
	RSS/Distribution, PODs

	G
	RSS Does Not Send Correct Material to POD (RSS Out of Material)
	RSS/Distribution

	H
	RSS Does Not Send Correct Material to POD (RSS Incorrectly Fills Order)
	RSS/Distribution

	I
	RSS Does Not Send Correct Material to POD (RSS Execution Failure)**
	RSS/Distribution

	J
	POD – Greeting/Triage Error
	PODs

	K
	POD Dispensing – Poor Instructions Given
	PODs

	L
	POD Dispensing – Incorrect Dose Delivered
	PODs

	M
	POD Operations Halted (POD Out of Material)
	PODs

	N
	POD Operations Halted***
	PODs

	
	General Failure Trees
	General failure trees apply at varied locations within the model as components of other, function specific trees

	
	Transportation
	

	
	Communications
	

	
	Security
	

	
	Staff Just-In-Time Training
	

	
	Pre-event Staff Training
	

	
	Response Personnel Health and Safety
	

	
	Staff Error
	

	
	Insufficient Personnel or Other Resources
	



	Notes:
	*      Request SNS failure tree is a specific case of the more general “sharing of information and resource requests between sites, but is included because of the specific TAR and other assessment tools which focus on that task specifically.

	
	**     Small failure tree joining the previous two failure trees

	
	***    POD failure tree that incorporates POD Operations Halted (POD Out of Material) failure tree as an element





Figure S.2 – Crosswalk of Individual Failure Trees to Model Components

[bookmark: _Toc271733676][bookmark: OLE_LINK4][bookmark: OLE_LINK5]

Overall Failure Tree Description
As described, failure trees were built by assessing what poor performance that would affect the ability of the response system to dispense SNS medication and breaking down what individual failure modes might produce that poor performance.  In the trees produced, the different categories of failure modes described above were color coded as described in the legend (Figure S.3).  Where there are interconnections among portions of the model, failures from one tree are shown as failure modes in the related tree.  Where possible, these are also color coded by the appropriate class of failure mode they represent.  The legend (Figure S.3) provides a full description of the different shapes, colors, and notations used in the trees.

[bookmark: _Toc271733711][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Figure S.3 – Legend Describing Failure Tree Content
[bookmark: _Toc271733677]
Individual Failure Trees
In this section we present and briefly discuss each of the failure trees.  The intent is to provide a brief description of their content and to capture the rationale behind the decisions made in their design.
[bookmark: _Toc269898498][bookmark: _Toc269987759][bookmark: _Toc269989155][bookmark: _Toc269996310][bookmark: _Toc270065932][bookmark: _Toc271733678]Establish and Operate Incident Command
This failure tree (Figure S.4) captures both problems that could affect the formation of a functioning incident command or management structure and those which might disrupt its functioning during a dispensing operation.  Lack of functionality of incident management would affect the efficiency of the operation (a capability-reducing failure) and could, in extreme circumstances, halt operations (a response-terminating failure).
In the incident command failure tree, planning failures reflect shortfalls in pre-incident planning (for example, absence of plans, mismatch of plans to incident circumstances, etc.).  Failures could also be caused by staffing shortfalls or errors (both of which are linkages to other failure trees), equipment or facilities problems, or disruption by the incident itself (due to disruption by people penetrating security measures around the site.)
The single incident command failure tree covers analogous functions at all levels of the response, from the overall command and control of the incident, through the RSS/distribution site(s), and at individual PODs.   
[bookmark: _Toc271733712]
Figure S.4 – Establish and Operate Incident Command Failure Tree


[bookmark: _Toc269898499][bookmark: _Toc269987760][bookmark: _Toc269989156][bookmark: _Toc269996311][bookmark: _Toc270065933][bookmark: _Toc271733679]Develop Incident Action Plan and Resource Allocation
A central function of incident management at all levels of the response is the allocation of resources (people, equipment, SNS materiel, other supplies) to tasks to meet the incident goals.  Adopting standard terminologies from literature sources, we have labeled this function developing the incident action plan (IAP) and resource allocation.  Figure S.5 shows the failure tree developed for this function.  Though resource allocation problems could certainly delay or hurt the effectiveness of a response operation, these failures are unlikely to cause response-terminating consequences.
In the failure tree, there is a standard branch covering the effect of pre-incident plans on how incident action planning is performed (i.e., whether a process is defined in SNS plans to carryout the tactical, potentially inter-organizational planning that is required to actually manage an incident).  There are similar staffing issues that could hurt IAP development cited previously, one of which a carry through of problems in operations of the incident management system itself (Figure S.4).  In this case, “equipment” failure includes only supporting materials for planning and there are not specific external environmental failure modes called out for individual analysis.  In contrast to the first failure tree where there was only a generic “other” category for the entire tree, in this case there is another element that comes into planning and resource allocation: the quality of the situational awareness available to the planners on incident needs, resources available, and so on.  Problems in that function (Figure S.9, below) could produce misalignment of planning and resource allocation and hurt dispensing effectiveness.
In our model, this failure tree covers resource allocation and incident planning at all levels of the response which, though similar in some characteristics would involve planning for very different response functions.  At the command and control level, this planning and allocation includes making resource decisions across the entire response, potentially trading off resources among RSS/distribution activities, individual PODs, and other activities needed to coordinate operations.  At the RSS level, resource allocation covers both allocating resources for RSS operations (e.g., dividing people and equipment among unloading, repacking, and distributing SNS materials) as well as making allocation decisions among PODs (i.e., dividing available SNS materials among PODs if shortages mean that not all POD requests can be immediately filled.)  At the POD level, allocation covers dividing personnel among POD tasks (to the extent they are flexible enough to perform different functions) and making equipment allocation choices.
[bookmark: _Toc271733713]
Figure S.5 – Develop Incident Action Plan and Resource Allocation Failure Tree


[bookmark: _Toc269898500][bookmark: _Toc269987761][bookmark: _Toc269989157][bookmark: _Toc269996312][bookmark: _Toc270065934][bookmark: _Toc271733680]Facility/Personnel/Other Resource Call Down
Because SNS operations require sites and personnel in larger numbers than individual response organizations maintain, call down processes to activate and muster staff, sites for the RSS and POD locations, and other equipment are prominent in planning.  This is one SNS function singled out in drill development (Chapter 5) due to its centrality for dispensing effectiveness.  Figure S.6 presents the failure tree for factors affecting call-down, potentially resulting in problems activating sufficient personnel, sites, or other resources.  In principle, major failures in call down could terminate response operations, though it is more likely that problems would create delays or resource shortages that would cut into efficiency and effectiveness.
In the failure tree, there is a number of more specific planning and organizational problems that have been broken out, reflecting elements identified in preparedness and other sources describing SNS plans (e.g., the TAR).  These include fundamental problems like agreements not being in place with other response organizations to provide personnel, as well as more specific issues such as insufficient numbers of individuals being included in volunteer contact lists.  In the personnel related failure modes, we divide those that result in calls “not being made” and therefore resources or sites not being contacted with simpler human errors that hurt call down effectiveness.  Equipment and technology issues include only communications problems (as a link to that general failure tree).  In this case, external causes of failure are more complex, including elements such as the inability of resources to be released for the response and competition for resources among individual organizations.
Because call down is viewed as a centrally managed portion of response operations, this failure tree applies only at the command and control level of our model.
[bookmark: _Toc271733714]
Figure S.6 – Facility/Personnel/Other Resource Call Down Failure Tree


[bookmark: _Toc269898501][bookmark: _Toc269987762][bookmark: _Toc269989158][bookmark: _Toc269996313][bookmark: _Toc270065935][bookmark: _Toc271733681]Sharing of Information and Resource Requests Between Sites
For the functioning of a response operation involving multiple levels of operations, information must pass between sites – from PODs to the RSS, from the RSS to overall command and control, and so on.  Resource requests, whether for additional SNS materiel at a POD or personnel to distribute it, are one type of that information sharing and communication.  Figure S.7 shows the failure tree capturing events and circumstances which could disrupt that information sharing.
As in the previous cases, the planning and organization branch covers the ways this sharing and communication is included (or not included) in pre-incident plans and whether templates for doing so have been laid out before the incident occurs.  Personnel failures and staff error – including lack of personnel to carry out the information sharing or dysfunction in incident management at the relevant levels – could similarly delay or corrupt the information flows.  Technical issues include both breakdowns in how to make contact as well as communications disruptions (through a linkage to the general communications failure tree).
Since it addresses a function that lies between levels of command, this failure tree applies to all levels of the dispensing operation.  The one exception is the specific case of request for SNS materials from the command level to the federal government (which is addressed in the next failure tree).
[bookmark: _Toc271733715]
Figure S.7 – Sharing of Information and Resource Requests Between Sites Failure Tree


[bookmark: _Toc269898502][bookmark: _Toc269987763][bookmark: _Toc269989159][bookmark: _Toc269996314][bookmark: _Toc270065936][bookmark: _Toc271733682]Request SNS
Although request of the SNS is a case of level-to-level information sharing and resource request, in building our failure trees we elected to break it out on its own (Figure S.8).  The structure of this failure tree mimics the previous one (Figure S.7), with the sole exception of explicitly showing the linkage to situational awareness of current SNS stocks and requirements for triggering or informing a request.  The rationale for building a separate failure tree for SNS request is that, because this function is explicitly called out in SNS planning and evaluation documents (e.g., the TAR), doing so made cross-walking with those sources and tools easier and more transparent. 

[bookmark: _Toc271733716]Figure S.8 – Request SNS Failure Tree


[bookmark: _Toc269898503][bookmark: _Toc269987764][bookmark: _Toc269989160][bookmark: _Toc269996315][bookmark: _Toc270065937][bookmark: _Toc271733683]Situational Awareness
At each level of SNS dispensing operations, situational awareness of the operation, needs, resources, and other variables is central to effective management and decision making (illustrated by the appearance of situational awareness problems as a potential failure mode in trees discussed above).  Situational awareness as a whole covers two related but different components: (a) awareness of the current status and situation, and (b) projection of the operation and its requirements into the future to guide pro-active decision making.  As a result, the failure tree for this function (Figure S.9) is quite complex, with interrelated failure modes relating to each of these two complementary components.  Though situational awareness breakdowns are unlikely to be response-terminating, they could lead to misallocation of resources and delays that would hyrt effectiveness.
In the case of organizational and planning failure modes, this failure tree has elements that relate both to pre-incident planning (e.g., the SNS preparedness plans in the jurisdiction do not plan for the processes and resources needed to build situational awareness effectively) and during-incident plans (e.g., the incident action plan created to manage the dispensing operation itself does not allocate sufficient resources to building and maintaining situational awareness).  Personnel failures include standard shortfalls in staffing, human error, and command dysfunction.  Technical and equipment problems affecting situational awareness include problems with systems that are intended to collect and manage information (e.g., inventory control or personnel accountability systems) as well as more specialized tools such as computational models to help forecast the course of an incident.   Though no environmental factors are broken out specifically as threatening situational awareness, along with the generic “other” category, problems with information flow from level-to-level within the response (referencing the earlier failure tree focused on that process) are broken out since such information is an important input.
Just as the incident command failure tree related to all three levels of the response model, this tree does as well – with similar differences in the breadth of the situational awareness that would be built and maintained at the different levels.
[bookmark: _Toc271733717]
Figure S.9 – Situational Awareness Failure Tree
[bookmark: _Toc269898504][bookmark: _Toc269987765][bookmark: _Toc269989161][bookmark: _Toc269996316][bookmark: _Toc270065938][bookmark: _Toc271733684]

<Site> Setup
Because of the importance of site setup – and the potential for delays or breakdowns in this portion of the model to delay or hurt dispensing rates – a dedicated drill was developed to test this function (see Chapter 5).  In breaking out the potential causes of breakdowns in setup (Figure S.10), similar problems with pre-planning (in blue), personnel breakdowns (in red), and equipment (in purple) to previous steps were identified.  In addition, setup could be hindered by environmental problems, including issues with site call down (“Sufficient and appropriate distribution [RSS,POD] sites not available to local response”) that could delay setup and security breakdowns that might result in setup activities being disrupted.  
Because the main sites that need setting up are those for the distribution elements of the response operation, this failure tree relates both to RSS site setup and setup of POD locations.
[bookmark: _Toc271733718]
Figure S.10 – <Site> Setup Failure Tree

[bookmark: _Toc269898505][bookmark: _Toc269987766][bookmark: _Toc269989162][bookmark: _Toc269996317][bookmark: _Toc270065939][bookmark: _Toc271733685]
RSS Does Not Send Correct Material to POD (RSS Out of Material)
In the portions of the model addressing logistics operations at the RSS site(s), three failure trees – two complex and one simple – together describe the outcome of the RSS not delivering the right materiel to POD locations.  The first of the complex failure trees is that the RSS system does not perform because its stocks of material run low or are depleted.  
Planning and organizational failure modes that could result in such an outcome include breakdowns in pre-event planning and during-incident planning problems that do not appropriately address RSS supply requirements.  Personnel sources of material running out are similar to previous failure trees.  Equipment and technology issues include shortages of specific equipment (e.g., material handling equipment) or environmental or other control system failures that cause spoilage of climate sensitive materials.  Like previous trees, situational awareness problems could lead to material running out (e.g., inventory systems stating that material was available when it was not).  Unlike previous trees, there are a wider variety of external and environmental failure modes that could create problems here ranging from breakdowns in other parts of the system (e.g., SNS materials never arrive at the RSS) or actions by outside actors (e.g., theft of materials from the site.)
[bookmark: _Toc271733719]
Figure S.11– RSS Does Not Send Correct Material to POD (RSS Out of Material) Failure Tree

[bookmark: _Toc269898506][bookmark: _Toc269987767][bookmark: _Toc269989163][bookmark: _Toc269996318][bookmark: _Toc270065940][bookmark: _Toc271733686]

RSS Does Not Send Correct Material to POD (RSS Incorrectly Fills Order)
The second complex failure tree relating to RSS operations is Figure S.12, describing failures that result in the RSS filling a POD order incorrectly – even though material was available to fill it appropriately.  This failure tree mirrors the previous RSS tree in large part, though there are differences in the types of equipment failure that could produce accuracy failures and a smaller number of external or environmental problems that could do so.  In this case, the outside factors called out as contributing to difficulty filling POD orders accurately include differences in the way SNS material is deliver (e.g., packaged differently than expected), poor RSS setup that complicates operations, or chaos caused by uncontrolled people that – while not resulting in loss of material – disrupts smooth logistical operations. 
[bookmark: _Toc271733720]
Figure S.12 – RSS Does Not Send Correct Material to POD (RSS Incorrectly Fills Order) Failure Tree

[bookmark: _Toc269898507][bookmark: _Toc269987768][bookmark: _Toc269989164][bookmark: _Toc269996319][bookmark: _Toc270065941][bookmark: _Toc271733687]
RSS Does Not Send Correct Material to POD (RSS Execution Failure)
Figure S.13 is a small failure tree which exists for the sole purpose of linking together the previous two RSS-relevant failure trees to provide a common input for later portions of the model.   

[bookmark: _Toc271733721]Figure S.13 – RSS Does Not Send Correct Material to POD (RSS Execution Failure) Failure Tree
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POD – Greeting/Triage Error
Like RSS operations, the failure trees for POD activities are structured around the functional activities carried out at the POD and the effect of their breakdown on response outcomes.  The first of those trees (Figure S.14) is the patient greeting and triage process for screening patients as they enter the POD.  The function of these activities is essentially a sorting task, identifying patients who need additional assistance (e.g., families with pediatric patients, or individuals for whom standard medications are inappropriate) and sorting them to lines where that assistance can be delivered.  The triage process is also intended to identify symptomatic patients and send them out of the POD for medical attention.  As a result, failure outcomes in this step are either that symptomatic patients are not referred out, or that patients are mis-categorized to service lines, either leading to speed reductions or patients potentially receiving improper medications.
As previous failure trees, planning and organizational failure modes include both shortfalls in greeting/triage procedures included in pre-incident plans and also problems in appropriately formulating actual incident action plans for this function.   Personnel failure modes include routine problems with incident management, staff numbers, and so on, but also the specific issue of language ability since miscommunication or the inability to communicate with patients could produce breakdowns of concern here.  Equipment and technology problems are identified in two main areas, problems with the forms or other ways for doing patient assessment and information collection (potentially leading to wrong information being collected) or problems with the diagnostic and other supporting equipment or tools (e.g., supporting checklists for identifying symptomatic patients).  In this step there are variety of external or environmental potential failure modes, including problems with set-up that disrupt internal functioning, crowd control problems, and inadvertent or intentional misbehavior by patients.
[bookmark: _Toc271733722]
Figure S.14 – POD – Greeting/Triage Error Failure Tree


[bookmark: _Toc269898509][bookmark: _Toc269987770][bookmark: _Toc269989166][bookmark: _Toc269996321][bookmark: _Toc270065943][bookmark: _Toc271733689]POD Dispensing – Poor Instructions Given
The second POD failure tree (Figure S.15) focuses on the specific issue of whether patients are provided appropriate information to use the medications they are provided successfully.  There are clearly a variety of ways that patients could be provided instructions for medication use, including written instructions, person-to-person instruction at the POD, online resources, public service announcements, and so on.  The use of multiple such approaches could be viewed as a hedging strategy for the failure of one mode (e.g., an instructional handout as a backup to oral instructions at the POD), but such multiple use also creates the potential for contradictions between sets of instructions that could create confusion as well.  In this failure tree, we do not explicitly address the potential for many instructional channels or approaches, instead simplifying to the core potential failure modes that could create “instruction breakdown” leading to improper use of dispensed medications.
As was the case for the earlier POD tree, the organizational and planning branch includes both the possibility of shortfalls in pre-incident plans as well as planning at the incident itself.  Personnel failure modes, like greeting and triage, include standard shortages and errors, but again language is called out on its own.  Technology issues in this case focus on instructional materials (e.g., they are incorrect or not translated into all relevant languages), but for an area that relied on technologically delivered instruction (e.g., web based modes), other failure modes would arise.  External factors are relatively limited in this case, including just crowd control problems that might disrupt instructions and individual issues with patients retaining what they are taught.
[bookmark: _Toc271733723]
Figure S.15 – POD Dispensing – Poor Instructions Given Failure Tree


[bookmark: _Toc269898510][bookmark: _Toc269987771][bookmark: _Toc269989167][bookmark: _Toc269996322][bookmark: _Toc270065944][bookmark: _Toc271733690]POD Dispensing – Incorrect Dose Delivered
Of the failure trees relating to the actual act of dispensing medication, Figure S.16 addresses the potential for errors that lead to patients receiving incorrect dosages or types of medication.  Though this failure might not slow throughput at a POD, it could result either in ineffective treatment or harm to affected patients.  
In this failure tree, similar organizational and planning problems (both pre-incident and in crafting the incident action plan) could result in such errors, as well with standard personnel shortages, management dysfunction, and human error.  In the equipment and technology branch, there is a link out to a subsequent failure tree that captures reasons why shortages of medical material might occur at a POD (potentially leading to a decision to provide partial courses of antibiotics to treat more people immediately, but requiring their return to the POD later when it was resupplied to get the remainder of their course).  In that branch are also problems with supporting equipment that could affect dosing accuracy, such as scales and preparation equipment needed to provide correct pediatric doses.   In this failure tree, external factors include both security problems that disrupt accurate operations, problems with patient-provided information, and the effect of earlier failures in greeting/triage that put patients in the wrong part of the POD.
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Figure S.16 – POD Dispensing – Incorrect Dose Delivered Failure Tree
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Just as was the case for our examination of the RSS level of the operation, separate failure trees are used to capture the range of modes that could cause POD operations to stop.  The first of those two trees focuses specifically on failure modes that could lead to a POD running out of SNS materials to dispense and therefore have to halt operations.
In this failure tree, the standard pre-incident and incident action planning failures included in other trees apply, along with standard personnel sufficiency, management, and human error created performance problems.  In the technology and equipment branch, the tree captures equipment shortages that might hurt the ability of the POD to receive or manage its materials (e.g., appropriate material handling equipment) as well as failures that might cause it to lose stocks that it already had (i.e., climate control breakdowns).   Like the RSS-level analysis, a number of external factors could create POD operations halt, including the SNS material not arriving (with links to other portions of the model) or being lost to theft.  As was the case at the RSS level, this failure tree also links to the situational awareness portion of our model, as knowledge of available SNS stocks breaking down could mean that resupply was not done appropriately.
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Figure S.17 – POD Operations Halted (POD Out of Material) Failure Tree
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The final failure tree (Figure S.18) for POD operations addresses brings together the reasons why dispensing might stop, with the earlier more-specific “POD out of material” failure tree linked to it through the equipment and technology branch.  This failure tree also contains the now standard elements relating to planning and personnel faults, and the potential for crowd control and security breakdowns to halt operations even if the POD has the necessary material to dispense.
[bookmark: _Toc271733726]
Figure S.18 – POD Operations Halted Failure Tree
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The first of the general failure trees that links into many locations of the overall model addresses transportation problems.  For SNS deployment and dispensing, transportation problems could be disruptive at a number of points, from the initial federal deployment of the SNS, to the movement of people to management and dispensing sites, to the logistical management of ongoing dispensing operations.  Though unlikely to completely terminate operations (with the possible exception of SNS materials not being delivered at all due to a transportation problem), most of these modes would likely slow operations and cut into the time available for dispensing.
The (Figure S.19) tree captures breakdowns in transportation planning and organization, personnel shortages or error, and basic equipment shortages (e.g., vehicles).  For transportation, external factors could be particularly serious, including problems with infrastructure or traffic volume that delay operations.  Specific security perimeter problems are also called out (e.g., authorized individuals turned away from the perimeters around the RSS or POD sites delaying their “arrival” for duty.)
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Figure S.19 – Transportation Failure Tree
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Many functions within a complex response operation relay on communications processes to link separate activities or sites and to coordinate resource and other requests.  The general communications failure tree (Figure S.20) captures failure modes that can cause communication to break down.  In contrast with the sharing of information tree (Figure S.7) which focused on the content of the communication between sites, this tree (which links into Figure S.7) captures the technical and process elements of communications. 
The planning and organization elements of this tree therefore focus on communications procedures and incompatibilities between organizations that would hinder communications.  Personnel problems are less prominent, including only shortages of staff and human error (which includes training shortfalls that would relate to communications procedures).  Communications has a strong technical element, where problems with equipment (either intrinsic problems or external factors that interfere with its functioning) can stop communications completely.  In this tree we flag our one example of a hedging strategy (backup communications) which is therefore linked by an AND gate to the potential for technical problems in the primary communications system – so to produce a failure both would have to occur. 
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Figure S.20 – Communications Failure Tree
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In considering security problems that could affect SNS operations, we identified three different negative outcomes that could affect performance in different ways – but that have common potential causes.  Those three outcomes include breakdowns in crowd control (i.e., disruptions within a site like a POD by the individuals admitted inside or in line that disrupts operations) and two types of perimeter failures – allowing unauthorized individuals through a location’s perimeter (e.g., people allowed in to steal supplies) or authorized individuals being denied entry through a perimeter (e.g., volunteers mistakenly excluded from a POD site, leading potentially to staff shortage).  These different negative outcomes could produce response-terminating consequences in some limited instances (e.g., massive perimeter failure at a single RSS site); but usually would only disrupt or delay a portion of operations.
The failures identified that could result in security breakdowns include planning shortfalls pre- or post-incident, personnel shortage (e.g., not enough security personnel to staff a perimeter) or error, and basic equipment shortages (e.g., if physical fencing is part of the security plan, not having enough to establish all needed perimeters.)  Given that most security breakdowns have to do with people and their behavior, the external factors that could produce failures focus on members of the public – and whether they either inadvertently or intentionally seek to breach security or disrupt operations.
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Figure S.21 – Security Failure Tree
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Since POD operations in particular are often planned to be implemented by a volunteer or partial volunteer workforce, staff training is critical to effectiveness (and effective training impacts many different parts of the model as a component of the “staff error” failure tree).  In looking at training, we have broken down the process into two similar but distinct failure trees.  The first (Figure S.22) focuses on “just-in-time training,” (JITT) or training delivered after the incident starts to individuals willing to participate, but incorporates by linkage the companion failure tree (below) on pre-event training.  The end outcome of staff who are expected to do a task during the response not being effectively trained could result from their training before the event not being effective or their JITT not being effective.  
For simplicity, we do not include the option where individuals are trained before the event and expected to receive JITT, though that might be a feature of specific areas plans.  In that case, instead of an OR gate connecting these factors at the base of this tree, it would be an AND gate – since failure would require both doses of training to be ineffective.
Looking at the specific causes of JITT training failure (Figure S.22), planning and organizational problems either before or during the event could be a source (e.g., pre-event plans don’t include training processes or when IAPs are drafted JITT isn’t covered well.)  Personnel failures on the part of the individuals doing the JITT could be a source (i.e., there are not enough trainers or they do the training badly), but there could also be failures on the part of the trainees (e.g., they don’t retain what they were taught or do not attend in the first place.)   Equipment and technology problems might arise in associated with training materials, though if an area is expecting to use technology to deliver training (e.g., web-based training for volunteers pre-arrival to a POD) then technical problems there would be training failure modes as well. 
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Figure S.22 – Staff Just-In-Time Training Failure Tree
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Failures for pre-event training (Figure S.23) largely mirror those for JITT, where planning shortfalls, personnel failures (both by trainers and trainees), and materials or technology problems could result in ineffective training.
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Figure S.23 – Pre-event Staff Training Failure Tree
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Our failure tree relating to the health and safety of response personnel captures two negative outcomes that could occur as a result of safety management problems – responders removed from duty for care (essentially depleting the personnel pool for SNS operations) or degradation of their capabilities from injury or fatigue.  The former outcome links into the failure tree describing staff shortfalls, while the latter is a component of the staff error failure tree.
Our failure tree (Figure S.24) is modular, with the top half describing organizational, staff, and equipment failure modes that affect the “safety management apparatus” of the response operation – i.e., the personnel and equipment that are intended to monitor and safeguard the safety and health of the responders actually directly involved in dispensing operations.  The bottom half covers the causes (of which a breakdown in safety management is a contributor) of different types of bad safety outcomes.  Responder injuries are largely treated as arising from security failures (though different causes would be captured in the “other” category), staff illness is treated as a result of either staff themselves not be prophylaxed or that treatment being ineffective, and staff fatigue or support failures coming from breakdowns in rest/rehabilitation (which could occur because there are not enough personnel to rotate out of dispensing activities) or other support failures (e.g., sufficient food and water not being provided during operations.)
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Figure S.24 – Response Personnel Health and Safety Failure Tree


[bookmark: _Toc269898519][bookmark: _Toc269987780][bookmark: _Toc269989176][bookmark: _Toc269996331][bookmark: _Toc270065953][bookmark: _Toc271733699]Staff Error - General
The “staff error” failure tree is a simple tree that combines the output from responder training (i.e., bad or absent training being a cause of error) and responder safety (i.e., fatigue being a cause of error).  The outcome of this simple tree appears in most of the personnel failure portions elsewhere in the model.

[bookmark: _Toc271733733]Figure S.25 – Staff Error Failure Tree
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[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In virtually all parts of the basic model of dispensing operations that provides the basis for this analysis, resource scarcity is a potential failure mode.  Not enough people to manage dispensing or logistics operations would slow dispensing rates, shortages of equipment or other resources could reduce the value of even a surplus of staff.  Rather than repetitively include the same causes of shortage in many failure trees, a single tree covers those failure modes (Figure S.26).  
On the planning and organization branch of this tree, the source of resource shortfalls is in incident planning (i.e., planners did not allocate enough people to perform a given task effectively.)  For personnel, the causes of shortage are links to other basic failures – loss of personnel from safety problems, transport issues that prevent them from going where they are needed, and call-down problems that mean insufficient people were mustered initially.  Similar failure modes apply to technology and equipment, covering shortage through lack of resources being called down, transport problems, but also depletion of resources through use or loss.  Though in most trees those loses have been flagged as external or environmental (theft of supplies because people came through a perimeter to do so), here in this general tree we group them with equipment to group similar resource issues together.
[bookmark: _Toc271733734]Figure S.26 – Insufficient Personnel or Other Resources Failure Tree
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