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Material and methods

A reviewer pointed out the similarity to the “adjustment of G to A approach”, i.e. combining method 1 and 3 in VanRaden (2008), and that this would provide an alternative way of estimating 
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. Following that paper,
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where 
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 is the expectation of 
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 contains the observed deviations from this expectation. An adjusted genomic relationship matrix with expectation 
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, and with 
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 this is on the form considered in our paper. In VanRaden (2008), 
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 are estimated by minimizing the sum of squared elements of 
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. The resulting estimates can be found by solving the two equations
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where 
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 is used here as a notation for elementwise matrix multiplication. Substituting 
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 into these two equations and rearranging the terms, we obtain
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 We see that the first equation is also used in our paper, whereas the second equation is different from the one used in our paper. 
Using an adjusted single-step method with  
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 estimated as above has not been attempted in this study. We hesitate to recommend this approach, since in our data we observed that the tail of the distribution of elements of  
[image: image24.wmf]0111

()

GggA

-+

 was thicker than a Gaussian distribution (the distributional assumption underlying a least square estimation), and this could make the approach sensitive to extreme values.
Results

Below are the results for different values of 
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 or the single-step method with an adjusted genomic relationship matrix.
Table The validation correlation
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for different values of the parameter 
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. The second and third column shows the results from the two univariate analyses (DG=daily gain and FCR=feed conversion ratio, respectively), and the fourth and fifth columns show the results from the bivariate analysis of the two traits.
	
	Univariate
	Bivariate

	
[image: image28.wmf]w


	DG
	FCR
	DG
	FCR

	0.05
	0.2258
	0.1490
	0.2253
	0.1630

	0.10
	0.2270
	0.1493
	0.2265
	0.1642

	0.15
	0.2278
	0.1494
	0.2273
	0.1650

	0.20
	0.2283
	0.1494
	0.2278
	0.1656

	0.25
	0.2286
	0.1492
	0.2281
	0.1660

	0.30
	0.2287
	0.1488
	0.2282
	0.1662

	0.35
	0.2286
	0.1483
	0.2281
	0.1661

	0.40
	0.2283
	0.1476
	0.2279
	0.1658


The red colour indicates the maximum correlation and the green colour indicates that difference to the maximum is not statistically significant at level 5% using the Hotelling-Williams t-test.
In this paper we chose 
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 according to highest validation accuracy above, i.e. 
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 was chosen. An alternative would be to estimate it by REML (see Christensen and Lund, 2010). The REML estimate of 
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 were about 0.4, 0.5 and 0.35 in the univariate analyses of DG and FCR and the bivariate analysis, respectively.
Appendix
Here is some R code for Hotelling-Williams t-test. The R package psych is used, and needs to be installed first.
CORTEST <- function(dat,x){

## Tage Ostersen, 17 August 2011

   library(psych)

   navne <- colnames(dat)

   results <- matrix(ncol=dim(dat)[2],nrow=dim(dat)[2])

   colnames(results) <- navne

   rownames(results) <- navne

   for (i in 1:(dim(dat)[2])){

     for (j in 1:(dim(dat)[2])){

       y <- dat[,i]

       z <- dat[,j]

       if(i==j){next}

       xy <- cor(x,y)

       xz <- cor(x,z)

       yz <- cor(y,z)

       n <- length(y)

       results [i,j] <- paired.r(xy, xz, yz, n,twotailed=TRUE)$p

     }

   }

   return(results)

 }

The function requires an input consisting of a data.frame containing the predictions and vector containing the validation data. The demonstration below is for Daily gain and all animals.
> head(res)

        id     ebv    gebv  gebv.a    y.c
1 48721808 319.844 163.449 322.634 368.8371

2 50200110 360.470 178.782 340.718 214.4291

3 50200210 360.470 178.782 340.718 307.5698

4 50200310 360.470 178.782 340.718 231.3983

5 50200410 360.470 178.782 340.718 214.3195

6 50200510 360.470 178.782 340.718 349.2627

> 

> 

> CORTEST(dat=res[,-c(1,5)],x=res$y.c)

                  ebv         gebv        gebv.a

ebv               NA 2.449533e-87 3.829561e-103

gebv    2.449533e-87           NA  1.268276e-81

gebv.a 3.829561e-103 1.268276e-81            NA

_1385370696.unknown

_1385370734.unknown

_1385370807.unknown

_1385370829.unknown

_1385370892.unknown

_1385371241.unknown

_1385370821.unknown

_1385370750.unknown

_1385370759.unknown

_1385370743.unknown

_1385370717.unknown

_1385370726.unknown

_1385370707.unknown

_1385370657.unknown

_1385370675.unknown

_1385370685.unknown

_1385370667.unknown

_1385369871.unknown

_1385370607.unknown

_1385370638.unknown

_1385370600.unknown

_1384841991.unknown

_1385357874.unknown

_1385368962.unknown

_1384842017.unknown

_1384861890.unknown

_1381837483.unknown

_1381837484.unknown

_1381837482.unknown

