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1 APPENDIX A - THE MESO-LEVEL DATASET

The meso-level dataset contains information on economic structure, socio-demographic

and institutional characteristics of Brazil’s 5565 municipalities. The data set has been

constructed on purpose to gather a significant amount of structural factors at the mu-

nicipality level for Brazil. It combines publicly available measures of demographics,

economic performance, labor market structure, institutional organization, productivity,

local public finance and other municipal characteristics. All data refer to the year 2010,

in some cases to 2009. The data sources that I use include the latest census avail-

able CENSO 2010 (IBGE), FAZENDADATA which comprise all public accounts of each

municipality, the PERFIL DOS MUNICIPIOS (IBGE) - a municipality survey - which

provides details on local institutions, their activity, organization and internal structure,

and additional municipal information coming from IPEADATA on e.g. agricultural pro-

ductivity, GDP per capita, export values and their recent growth rates. Last but not

least, I include the municipality-level development indicators calculated by FIRJAN,

which measure the advancements of all Brazilian municipalities in terms of employment,

health and education.

In addition to the wealth of information provided by the original data sets, I have

further developed a series of variables that comprise composite indicators, diversification

indexes and network measures, in the attempt to grasp with greater detail how the local

context is functioning. Aim of my additional variables is to capitalize the laudable effort

that the Brazilian authorities have put into transparency and data availability. The

accuracy and tidiness with which these data sets are put at disposal of the public allows

to adopt an exploratory approach in which innovative measures of structural factors can

be constructed.1

The meso-level data set for Brazilian municipalities represents an ideal informa-

1Constructing the meso-level data set has required months of work in terms of data collection and
data management as the merge of the different sources has not always been easy due to differences in
the shape of key variables.
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tion resource for the implementation of correlation network analysis: not only because

of abundance of variables and observations, but also because of the huge variability in

municipal circumstances in Brazil. This data set therefore represents an excellent oppor-

tunity for the quantitative investigation of social structures and their interdependence.

Table 1 lists the 54 structural factors included in the analysis, including a brief

description, the variable name included in some figures, the thematic area it may tenta-

tively be assigned to, the number of observations, minimum and maximum values, and

whether the variable has been log-transformed before computing correlation coefficients.
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2 APPENDIX B - HOW TO CONSTRUCT A CORRE-

LATION NETWORK DATASET

The construction of a correlation network can be subdivided into three main phases, two

of data preparation and one of analysis. First build a dedicated dataset, which collects

institutional and other structural variables at a given level of analysis, here municipalities

in Brazil (phase 1).

In phase 2, calculate pairwise correlations among all institutional and structural

variables included in the analysis in order to construct a relational dataset (so-called

edgelist) to which network statistics can be applied. The unit of analysis of an edge-

list is the single relation, in this case the relation (edge) between two structural factors

(nodes) is the correlation coefficient that can be detected among the available observa-

tions (e.g. in my Brazilian dataset, computed on the sample of 5565 municipalities).2

Where data abundance is given, I prefer using weighted correlation networks, which

allow for the quantification of the interconnection, namely the absolute value of the cor-

relation coefficient. If qualitative or more reduced samples were to be used, it is possible

to opt for unweighted correlation networks, which imply thresholding the relation to

some predetermined value.

Phase 3 requires the reshaping of the dataset in the following way: eliminate the orig-

inal variables and transform columns reporting correlation coefficients into observations

(rows). At this point it is possible to apply network statistics to the obtained edgelist. A

series of different software packages is today able to compute standard network statistics.

I have made use of the package netsis (Miura, 2012) designed for STATA, which allows

for the computation of network statistics on weighted networks. Note however that for

its application to correlation networks, it is necessary to use the inverse of the correlation

2It is possible to apply restrictions, e.g. to the most significant cases, such as correlation coefficients
that are statistically significant at the 5% level. In such case a Pearson test can be used for detection. In
this analysis, only correlation coefficients with statistical significance at the 1% level have been included
in the correlation network.
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Figure 1: Complete correlation network, with correlations at statistical significance 1%

coefficient in all network statistics that make use of the concept of paths, such as the

closeness or betweenness degree. The plots included in this article have been designed

using the new set of STATA commands designed for social network analysis, nwcom-

mands (Grund et al., 2015). Figure 1 displays the complete correlation network among

municipal structural factors considering only correlations with statistical significance at

1%.
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3 APPENDIX C - SENSITIVITY ANALYSIS ON STA-

TISTICAL SIGNIFICANCE OF CORRELATION CO-

EFFICIENTS

This appendix briefly reports on a sensitivity analysis that has compared findings in

terms of highest ranking structural factors according to some network statistics when

using two different specifications of the correlation network. In the first case, all correla-

tion coefficients with statistical significance of up to 5% have been included. The second

specification is more restrictive as it only includes correlation coefficients with statistical

significance at 1%. As can be seen in figure 2, the kind of factors that rank among the

highest 20 of two principal centrality measures tend to be the same. The measure of un-

weighted degree centrality displays more re-rankings in relative terms (factors included

in the table but changing their overall rank within it). The lower panel (2b) shows

that weighted degree centrality, which is a more reliable measure as it also considers

the strength of correlation, is basically unaffected. Unweighted degree centrality, on the

other hand, which only counts the number of connections is naturally more affected by

a threshold that reduces the number of edges considered (in this case falling from 2478

to 2368). In figure 2, structural factors are highlighted in the colours that correspond

to their thematic area introduced in the main text and reported in table 1. In line with

the findings of the sensitivity analysis, all computations based on correlation networks

reported in the main text use the cut off at 1% statistical significance.
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(a) Unweighted Degree Centrality, ranks using correlations at statistical significance of
5% (left) and of 1% (right)

(b) Weighted Degree Centrality, ranks using correlations at statistical significance of
5% (left) and of 1% (right)

Figure 2: Results of the sensitivity analysis in which factors ranking highest in terms
of unweighted (upper) and weighted (lower) degree centrality are compared across two
different specifications of the correlation network
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4 APPENDIX D - CORRELATIONNETWORKS AT DIF-

FERENT STAGES OF DEVELOPMENT

In what follows, I provide details on the analysis that investigates how the identification

of correlation networks and their centroids varies at different levels of development of

Brazilian municipalities. The employment pillar of the FIRJAN index of municipal

development has been used to subdivide the population of Brazilian municipalities into

sub-groups along the five quintiles of the chosen development indicator. Figure 3 shows

the distribution of municipal values of the employment pillar in comparison to those

capturing corresponding development levels in education and health: these latter ones

are not significantly different across the chosen development quintiles - hinting for strong

national convergence in these sectors (von Jacobi (2014); WB (2016)). Yet, a slight

trend for higher performance in health and education can be detected in association

with greater income and formal employment.

Figure 3: Distribution of municipal levels in human development measures, by quintiles
of economic development, excluding outliers Source: Elaboration by the author based
on FIRJAN, 2009

The following figures display the network graphs computed at each of the five different

levels of development of Brazilian municipalities. For a legend that helps identifying the
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Table 2: Network characteristics at different levels of development

development
quintile

nr. of edges
density of
network

degree
centralization

betweenness
centralization

lowest 724 0.525 0.273 0.018

medium-low 765 0.535 0.287 0.018

median 812 0.589 0.287 0.037

medium-high 904 0.632 0.245 0.017

highest 943 0.659 0.237 0.012

Source: Author’s elaboration

meaning of labels, please see table 1. All five plots of the correlation networks show that

the density is rather high.

Table 2 summarizes some key data on the structures of the correlation networks

computed on the five sub-samples of municipalities. As mentioned in the main text, the

five networks are basically equivalent, apart from an observable increase in density and

decrease in degree centralization at higher levels of development. In figures 5b and 6

it is possible to see greater network centralization, which results in more factors being

located at central positions - automatically implying decreased degree centralization of

single factors.
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(a) Complete correlation network computed on municipalities at the lowest quintile of
development

(b) Complete correlation network computed on municipalities at the medium-lower
quintile of development

Figure 4: Complete correlation networks computed on sub-groups of Brazilian munici-
palities, according to their level of economic development
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(a) Complete correlation network computed on municipalities at the median quintile
of development

(b) Complete correlation network computed on municipalities at the medium-higher
quintile of development

Figure 5: Complete correlation networks computed on sub-groups of Brazilian munici-
palities, according to their level of economic development (II)

14



Figure 6: Complete correlation network computed on municipalities at the highest quin-
tile of development
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5 APPENDIX E - CENTROIDS ACROSS DEVELOP-

MENT STAGES

Table 3 below reports the ranks from 1 to 20 that structural factors assume in the compu-

tations of four network statistics (unweighted and weighted, closeness and betweenness

centrality). These computations are run on five subsamples of the overall population of

Brazilian municipalities: the five sub-samples correspond to the quintiles of the overall

distribution in terms of a proxy for economic development (see main text and Appendix

D). In table 3, it is possible to track how ranks of structural factors - within the same

and across different network statistics - change for municipalities with different levels

of development. Where ranks are missing in the table, this implies that they are not

among the first 20. Lower ranks have not been reported to facilitate the identification

of factors that persist at top ranks across different development stages. In case of the

ranks of unweighted degree centrality, different factors display the same value of the

network statistics, meaning they have an identical amount of significant correlations to

other factors in the network. A detailed description of results is included in the main

text.
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6 APPENDIX F - QUANTILE REGRESSION LOOPS

TO BUILD A DIRECTED NETWORK

This appendix provides some synthetic description of how quantile regressions work. It is

meant to be of use for those who are unfamiliar with the concept. It then includes details

on the formal treatment elaborated to identify asymmetric relationships in correlation

networks.

6.1 A brief introduction to Quantile Regressions

Quantile regressions can broadly be understood as follows: “what the regression curve

does is give a grand summary for the averages of the distributions corresponding to

the set of xs. We could go further and compute several different regression curves

corresponding to the various percentage points of the distributions and thus get a more

complete picture of the set. Ordinarily, this is not done, and so regressions often give

a rather incomplete picture. Just as the mean gives an incomplete picture of a single

distribution, so the regression curve gives a correspondingly incomplete picture for a set

of distributions” (Mosteller and Tukey, 1977 in (Koenker, 2005, p.3)).

Quantile regressions allow to focus on noncentral locations on the response distri-

bution. The quantile is to be understood as a generalizing term for the more specific

quartiles, quintiles, deciles and percentiles: “the pth quantile denotes that value of the

response below which the proportion of the population is p” (Hao and Naiman, 2007,

p.3).3 By not restricting the analysis to the conditional mean, quantile regressions are a

more robust technique for variables that are not normally distributed, as often happens

in socio-economic and institutional analysis. They remain an extension to the linear

regression model, though.

3This is in line with a cumulative density funcion Fy that for each value of y provides us with the
proportion of the population for which Y ≤ y (Hao and Naiman, 2007, p.7).
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6.2 Two-way quantile regression loops

To identify symbiotic relationships with asymmetric character, it is necessary to con-

struct a directed network, meaning that it is possible to identify directions of influence

between different nodes. This requires refinement of the computation of the intercon-

nection network, in particular the construction of a network based on regression models

(Horvath, 2011, ch.13). To properly capture asymmetric symbiotic relationships, I make

use of two-way quantile regressions. I compute the following quantile regression for each

variable included in table 1:

yi = β
(p)
0 + β

(p)
1 xi +

4∑
j=1

δ
(p)
j DEVij + ε

(p)
i (1)

where the quantiles p are set at five different values of the distribution of the y

variable: p20; p35; p50; p65; p80 and yi and xi represent any structural variable of

table 1 for municipality i. In order to reduce the potential effect of omitted variables in

the estimation of the direct relations, I include the quintile of development to which the

municipality belongs (as introduced in appendix D) as control factor.Every single relation

could benefit from an own specification of the regression model. However, different

specifications would make the comparison across relations more difficult, which is exactly

the intrinsic goal of a correlation network: it implies a more systemic view on the totality

of relations and therefore needs to treat them in a way that makes them equivalent, to

some extent - although that necessarily also implies greater superficiality on the details of

single relations. A second argument against specifying each relation singularly relates to

computational costs: given the high amount of regressions to specify ((54 ∗ 53) = 2862),

this would be too time intensive indeed. For each y, I estimate five quantile regression

models for which the pth conditional quantile given xi is

Q(p)(yi|xi) = β
(p)
0 + β

(p)
1 xi +

4∑
j=1

δ
(p)
j DEVij + ε

(p)
i (2)
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where the pth quantile of the error term is zero.4 To assure significance of estimations,

I only preserve coefficients with a p-value of p <= 0.05. By looping through the entire

list of variables of table 1, I compute two quantile regressions for each possible pair of

variables - two because the dependent and the independent variables are switched for

each pair.

6.3 Commensalist Structural Factors

After running the quantile regression loops, the final part of the analysis investigates

the asymmetric character of the pairwise relations. For simplicity reasons, I focus on

commensalist relations only. This implies comparing the quantile regression estimations

of the regression in which y is the dependent factor with those of the regression in which

x is the dependent factor. Let’s imagine a situation in which A = x and B = y, where y is

the dependent variable. Five of the estimated coefficients of equation 2 are of particular

interest, namely

β
(p20)
1A ;β

(p35)
1A ;β

(p50)
1A ;β

(p65)
1A ;β

(p80)
1A (3)

where each coefficient describes how factor A explains variability in the dependent vari-

able B at a specific moment of its distribution. The subscript A merely serves for clarity

in assigning the estimated coefficient to a particular explanatory factor, in this case A.

The quantiles p20, p35, p50, p65, p80 refer to the distribution of factor B. If

β
(p20)
1A < β

(p35)
1A < β

(p50)
1A < β

(p65)
1A < β

(p80)
1A (4)

we are observing a situation in which at higher levels of B (higher moments of its

distribution), A is more and more relevant. Somehow, at higher levels of B, B is more

dependent on A for its growth. I now invert the dependent and independent variable in

4In line with (Hao and Naiman, 2007, p.29)). Error terms at different quantiles are not neccesarily
i.i.d.
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order to have B = x and A = y. If at higher levels of A, A is not more dependent on B

for its growth, then we observe an asymmetric relationship in which B is a commensalist.

The following conditions are derived in order to identify commensalism. Commensalism

of B over A is detected if:

• the correlation coefficient between A ad B is positive

• β(p80)1A > β
(p20)
1A

• β(p80)1B ≥ β(p20)1B

• {β(p80)1A − β(p20)1A } > {β(p80)1B − β(p20)1B }

Figure 7 shows all commensalist relations that can be detected among structural

factors at the municipality level in Brazil. This directed network is far less dense than the

correlation network computed initially (see figure 1). Arrows stand for the direction of

“benefit”, going towards the factor gaining more from the asymmetric relationship. The

reduced density of the directed network may in part be due to the fact that estimations of

commensalist relations are highly conservative: only converging estimates and relations

in which all ten computed coefficients were significant at the 5% level have been included.

Including a control factor reduces the amount of converging estimations due to the

limitation of sub-samples for each of the estimated quintiles.

More detailed network graphs on the two major components of the directed network

are included in the main text. Table 4 reports each factor involved in a commensalist

relationship and the number of cases in which it assumes the role of the beneficiary

versus the role of the benefactor.
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Commensalist beneficiary benefactor

Institutional Collaborations 4 0

Share of Admin Costs 3 0

Spending on Public Goods 3 0

Inflow of Transfers 3 5

Share of Public Sector Employment 3 2

Spending on Health 2 5

Transfers from State 2 1

Share of Taxes on Mun Income 2 1

Incidence of Art Groups 2 1

Diversification of municipal GDP 1 0

Share of Circulation Tax on Total 1 2

Transfers from Federal Union 1 1

Dependency Ratio 1 1

Diversification of Public Income 1 0

Agricultural Productivity 1 0

Share of Adult Illiterates 1 0

Spending Leakage in Education 0 1

Agricultural Share in GDP 0 3

Population Density 0 1

Ratio permanent to temporary cultivation 0 1

Density Transportation Services 0 1

Ethno-age Fractionalization 0 1

Informality in Public Employment 0 1

Table 4: Factors engaged in commensalist relationships, total nr. of situations in which
the factor is receiving or providing benefit to another factor
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Figure 7: Complete network of commensalist relationships

6.4 Comparing asymmetric symbiotic relationships with supermodu-

larity conditions

As mentioned in the main text, the investigation of symbiotic relationships has important

commonalities with those studies of the institutional complementarities literature that

adopt a co-evolutionary perspective on them (e.g. Aoki (2001), Battistini and Pagano

(2008)). To better place the contribution of the study within this literature, this section

puts the formal treatment so far presented into relation with standard supermodularity

conditions, as treated in (Aoki, 2001, p.226).

Supermodularity conditions serve as overarching framework for games in which in-

dividual choices in one particular domain (such as e.g. the market) are dependent on

parameters defined in another domain (e.g. public policy). One domain resembles the

institutional environment within which individual maximization of payoffs has to occur.

The interdependence outlined by Aoki is highly compatible with the one envisaged by

symbiosis, in which some sort of interdependence - without specification of functionality

- is present. Aoki introduces the supermodularity conditions that frame complementar-

ity by drawing on Topkins (1978, 1998) and Milgrom and Roberts (1990), all in (Aoki,
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2001, p.226). In two different domains, D and G, different agents M and N , respectively

make choices that lead to the institutionalization of an endogenous rule. All agents are

hypothesized to choose between two different rules, Σ∗ or Σ∗∗ (in the case of D) and Λ∗

or Λ∗∗ (in the case of G).

Payoff functions (u in D and v in G) are assumed to be identical within each domain

in this standard specification and the following conditions are derived:

u(Σ∗; Λ∗)− u(Σ∗∗; Λ∗) ≥ u(Σ∗; Λ∗∗)− u(Σ∗∗; Λ∗∗)

v(Λ∗∗; Σ∗∗)− v(Λ∗; Σ∗∗) ≥ v(Λ∗∗; Σ∗)− (Λ∗; Σ∗)

These conditions that underpin the complementarity of the two domains enshrine

that, for each agent in domain D, Σ∗ is the more convenient choice of rule in any case

in which the rule Λ∗ predominates. The existence of Λ∗ constitutes an exogenous factor

that favours the development of the endogeneous rule Σ∗. Similarly, for each agent in

domain G, Λ∗∗ is the more convenient choice of rule in any case in which the rule Σ∗∗

prevails. In this case, it is Σ∗∗ that resembles an exogenous factor that favours the

development of the endogeneous rule Λ∗∗.

Supermodular conditions can also be used to express symbiotic relationships, as

outlined in what follows: consider again a situation in which B is commensalist on A (as

in section 6.3). The two social structures can be chosen both, by the agents belonging

to two different domains, respectively identified by the choice paramenters σ and φ. The

binary options for B and A are therefore to be present or absent.

Commensalism of B over A is present if the following two conditions hold:

u(σB;φA)− u(σA;φA) > u(σB;φB)− u(σA;φB)

u(φA;σB)− u(φB;σB) = u(φA;σA)− u(φB;σA)

In presence of A, the utility of B is greater. However, the same does not hold

reversely: the presence of B does not constitute an incentive for choosing A. If we

opt for representing the binary options for B as present B+ or absent B0, and for A,

respectively as A+ and A0, we obtain the following conditions:
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u(B+;A+)− u(B0;A+) > u(B+;A0)− u(B0;A0)

u(A+;B+)− u(A0;B+) = u(A+;B0)− u(A0;B0)

In presence of A, the utility of B is greater than if A is not present. However, the same

does not hold reversely: the presence of B does not constitute an incentive for choosing

A. Therefore, B is commensalist (and dependent) on A, but A is neutral/independent

from B.

With reference to section 6.3, it should be noted that the formal treatment used there

refers to coefficients estimated in quantile regression. It therefore adopts a data-driven

approach. Theoretical treatment such as derived from Aoki’s work, on the contrary

help envisaging the underlying mechanism that is understood by symbiosis, in this case

commensalism.

Note that Aoki’s supermodularity conditions are concerned with “the property of

incremental payoffs with respect to a change in parameter value” (Aoki, 2001, p.226).

They are therefore adequate to investigate drivers of commensalism that relate to human

choices, but may not be able to explain situations of commensalisms that are themselves

dependent on exogenous, third factors such as environmental conditions. Their advan-

tage lies in constituting a micro framework for explaining why specific commensalist

relations may appear. Such framework can also be used to express parasitism (not

treated here).

7 APENDIX G - LIMITS AND POTENTIALS OF THE

METHODOLOGY

This final appendix discusses the advantages and disadvantages of using correlation net-

works to study institutional interconnections. Adopting a network perspective departs

from the assumption that all structures characterizing a context are interdependent in

possibly complicated ways: this provides fertile ground for an investigation of institu-
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tional interconnections that is informed by complexity. The use of correlation networks

should be viewed as a data reduction technique that allows for the identification of cen-

troids, which most likely play a major role for a series of institutional and structural

factors of a given context. It can also serve for grasping the degree of connectivity

that binds different social structures together. The implementation of two-way quantile

regression loops represents an extension that seems able to identify asymmetric rela-

tionships, through which it is possible to construct directed networks, informing on the

underlying structure of existing relations. As (Horvath, 2011, p.4) puts it, it is natural

to use network methods when one tries to model pathways - and pathways open up new

doors for the investigation of dynamics.

Some limitations of the methodology need to be highlighted, however: it requires

abundance of quantitative information, not always or commonly available in institutional

analysis. One possible strategy is to scale down the unit of analysis from the country

to the subnational level, with obvious implications for the kind of structural factors -

particularly institutions - that can be included. The approach may help identify lacunae

in data collection. Further, a subnational application allows to focus on the study of

components of institutional arrangements, which could help disentangle the “composite”

nature of institutions, which according to Sindzingre (2014) is an underexplored area

within institutional analysis.

Care is necessary also in the selection of variables. While cutting the correlation

network at different levels of significance does not substantially alter results, a more

delicate issue is the inclusion of factors. This requires a delicate calibration between a

significant amount of variables and the avoidance of redundancy of measured entities, as

this may affect the identification of centroids. A possible strategy to deal with this issue

is to use sub-networks among thematically close variables in order to identify so-called

hubs.5 Previous knowledge of potentially relevant factors can inform and simplify such

5Here, a correlation sub-network has been run on public spending variables, selecting the most relevant
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choice, but for exploratory analysis it may also be interesting to include less-studied

factors, to detect unexpected connections. The final selection of factors therefore clearly

depends on the specific research interests. The exploratory nature of the methodology

mainly sheds light on complexity : this is very adequate when used to explore (and to

select) potentially relevant links for subsequent in-depth analysis.

The extension to quantile regressions should also be used with care: direct causal

relationships - despite of an existing asymmetry - may be tainted by possible statistical

noise in single two-way relations. While the inclusion of control factors and the restriction

to highly significant coefficients has proven to be possible, this also reduces the amount

of asymmetric relationships that can be found. Again, a delicate calibration is necessary.

Apart from these limitations, the methodology represents a first step for a series of

potential future elaborations. Many of these can build upon continuous advancements

within the field of gene co-expression analysis, such as the identification of subclusters,

so called modules, which can be interpreted as sub-systems of interconnections. Further,

more investigations could go into the context-dependency of the network structures, e.g.

investigating which centroids gain or lose importance at different degrees of urbanization

or according to other features deemed relevant. Other extentions may be inspired from

social network analysis, which is continuously evolving in conceptual and computational

terms. The analysis of so-called structural holes6 for example represents an interesting

area of study, as nodes next to such holes may be important leverage points for policy.

More investigations could also go into the explanation of the network structure: dynamic

and inferential network analysis is likely to become more relevant in the future. Greater

details on dynamics may improve our understandings of how interconnections evolve and

why this may be related to development. The conceptual work on symbiotic relationships

presented here may provide inspiration for the modelling of network dynamics. An

hub, namely spending on health, and then other variables that were least correlated to this hub.
6Studied e.g. by Ahuja, 2000; Burt, 1992, 2004; Podolny and Baron, 1997, in Green Jr and Wasserman

(2013).
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empirical investigation of parasitic relationships may be the next step in this direction.

Correlation networks have an intrinsic advantage over more standard network analy-

sis: they allow for comparison across different networks. In gene co-expression analysis,

such comparison is applied to different contexts - notably different organic tissues, such

as liver vs. brain. For a wider application within the social sciences, the application of

the technique could allow to compare findings among similar/identical measures across

different socio-cultural contexts.
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