In[]= << PrSAT’

Let’s just consider a pair {H,E}, and the following UR-prior m, such that the Likelihood Ratio in m for
{H,E} is 8, LRm[H,E] = 8. (We also represent m* algebraically).

HE m m*
TT % d
4
1
- TF ¢ e
FT & f
32
F F 2 1-(d+es+f)
32

Outf*]= {{]H’ E, {{]E - {alZ’ 614}, H - {313, 814}, Q- {all’ Az, A3z, 814}}’

15 1 1 1
{aleg,azﬁg,aga Z,au%;}},
{{E% {812; 814}, H - {813, 6114}, Q- {all’ a2, a3z, al4}})
{al»i (59+5 x/161),a12»i, algei,auei (191715 \/161)}}},
512 32 4 512
1 1 1 15
{T7T3 Z; d}}{T7 F, Z; e}}{FyT, 5, f},{F, F, 5, lfdfeff}}

First, let’s verify that LRy [H,E] = 8. (Note that PrSAT indexes truth table rows in descending order, with
FF indexed to 4 and TT indexed to 1 in this case. | follow the more common usage in philosophy when
indexing them in the text.)

1 1 1
- m=PrSAT[{Pr[H&&E] = —, Pr(H&& - E] = —, Pr[- H&&E] = —}]
4 4 32

15 1 1 1

Outf+]= {{E% {az, asz}, H- {az, as}, Q> {a1, az, az, as}}, {all% —, A2 > T, A3 > T, Ag > *}}
32 32 4 4
o PriE | H]
Infe]= EvaluateProbabﬂ.'lty[— = 8, m]
Pr[E | - H]

Outf+]= True

Now, we can ask: what is the closest probability function m* to m such that LRy,*[~H,E] = 8? Thisis
easily answered, as follows (here, it’s algebraically easier to use ManhattanDistance):

... . 1 1 1 f
)= sol = M1n1m1ze[{ManhattanD1stance[{Z, Z, ;}, {d, e, f}], — = 8}, (d, e, f1] //
d+e
FullSimplify
3 1 1 1
oure)- { —— (—21+5 VlGl), {d> — (191—15 \/ﬁ), es> =, fo—1}
512 512 4 32

nf-1= m* = PrSAT[
{PriH&&E] ==d //. sol[[2], Pr[H&& - E] ==e //. sol[[2], Pr[-H&&E] == f //. sol[[2]}]

Outf]= {{E% {812’ 814}’ H - {813; 6114}, Q- {all’ Az, A3z, 814}},

3 1 1 1
a1 — (59+5 «/161), T - (191715 \/161)}}
512 32 4 512
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Inf]:=

Out[«]=

Inf¢]:=

Outf#]=

Infe]:=

Inf[e]:=

Out[]=

In[¢]:=

Inf¢]:=

Out[]=

Let’s verify that LRyy+["H,E] =8.

Pr[E | - H]

EvaluateProbability| =8, m"]

Pr[E | H]
True
As you can see below, the closest such distribution m* is ~0.25 away from m in Manhattan distance!

sol// N
{0.248689, {d > 0.0013112, e > 0.25, f 5 0.03125} }
We can write a function f which takes the constraint LR,'[H,E] as an argument, and returns the dis-

tance of the closestm' to m, satisfying this constraint.

fI1_] := F[1] =

M'in'im'ize[{ManhattanD‘istance[{%, %, é}, {d, e, f}], ﬁ = %}, {d, e, f}] 11
d+e

Sanity check on the known value:
1

2]

0.248689

N[

Plot of f as | goes from 8 to i, by increments of i
. 1 1

points = Table[{1, f[1]}, {1, 8, =, - —}];
8 16

ListPlot[points, PlotRange » All, Ticks » {Table[1l, {1, 0, 8, 0.5}], Automatic},
AxesLabel - {Likelihood ratio , Distance}]
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As suggested, m' gets monotonically closer tom, asm'’s likelihood ratio approaches 8 (which is m’s).
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(There is a non-smoothness at LR ,'[H,E] = 1, since that’s the shift from dis-confirmation to

confirmation.)



