Table S1. Brief description of PCAMIX, INDOMIX, PRINQUAL, EM and SOFM (ANN) methods

1. PCAMIX
Principal component analysis (PCA) is a useful data reduction technique for the exploratory data analysis of quantitative variables. It yields optimal representations of the variables and the observation units simultaneously in a limited number of dimensions. Ordinarily PCA can be applied only to quantitative variables; however, for the multivariate analysis of a set of qualitative variables, multiple correspondence analysis (MCA) is the best alternative and it also construct coordinates for the observations in low-dimensional space. Besides, several other techniques have been developed for PCA of data sets in which some or all variables are qualitative. These techniques are based on relation between two qualitative variables or between a qualitative variable and quantitative variable, by means of coefficient of association. In order to assess the association between such variables each variable is represented by a “quantification” matrix. If the jth variable is qualitative, let Gj denote indicator matrix of order n × mj, mj is the number of categories of the jth variable and n is the number of observations. Dj (mj × mj) is defined as the diagonal matrix of frequencies of the categories of the variable. J is the matrix of order n × n, known as centering operator and is given by, J = I – 11′/n. Here, the quantification matrix for the jth qualitative variable can be defined as

Sj = JGjDj-1GjJ                   


(1)
If the jth variable is quantitative and the column vector zj contains the standardized scores of the n observations on variable j, then the quantification matrix can be defined as

Sj = n-1zjz′j 




(2)
In terms of the expressions in (1) and (2), PCAMIX can be described as the method that minimizes 

f(X) = ∑ trace (X′SjX)
over X, subject to X′X = nIr, where X contains standardized object coordinates (or component scores). The solution of X is given by the first r eigenvectors of ∑Sj, where r is the number of eigenvalues that explains maximum variation present in the data. 

2.  INDOMIX
INDOMIX is an application of INDividual difference SCALing (INDSCAL) with ORThonornality constrains on object coordinate (INDORT) for a mixture of qualitative and quantitative variables. This method yields object coordinates, but does so by optimizing a criterion that is different from PCAMIX. INDSCAL is proposed by Carroll and Chang (1970), is a useful data analytical tool for investigating the relationships among m symmetric similarity matrices. The model postulates a common stimulus configuration in a low dimensional Euclidean space. Let Sj (n × n, and j= 1,…, m) denote the similarity matrix among n objects obtained from the jth individual. Let X denote an (n × r) matrix of object coordinates, where r is the dimensionality of the representation space, and let Wj’s (r × r) are the diagonal matrix with loadings for the variable j on the diagonal. Then the INDSCAL model can be expressed as 

Sj = XWjX′ + Ej,

where Ej is the matrix of disturbance terms. The INDOMIX approach consist of minimizing the function
σ( X,Wj) = ∑║Sj - XWjX′║2
over X and Wj subject to the condition X′X = nIr. The solution for X is obtained by updating the entries of the X (component score) matrix until convergence reaches. The updated X matrix can be obtained through the algorithm proposed by ten Berge et al. (1988).  In this case the quantification matrix is taken as Uj = JGjDj-1/2 for qualitative variable and Uj = n-1/2zj for quantitative variable. To initialize the algorithm, elements of X were generated by uniform random numbers between 0 and 1, which are then orthogonalized by singular value decomposition (SVD). A brief description of algorithm is as follows:

Step 1: Let the generated X matrix be X(0)
Step 2: Compute Y(i) = U′jX(0) 

Step 3: Compute Zj(i) = Yj(i) ( Diag Yj(i)′ Yj(i) )  

Step 4: Compute Z = [image: image2.png]


  

Step 5: Compute U = [image: image4.png]



Step 6: Updated component matrix obtained as X(1) = UZ( Z′U′UZ)

If  trace ( diag X(1)′X(1) ) – trace ( diag X(0)′X(0) ) > (, for very small value (, then go to step 2 with X(0) matrix replaced by X(1). The process will continue until the above condition is satisfied. 

3.  PRINQUAL 
The PRINQUAL method performs principal component analysis (PCA) of qualitative, quantitative or mixed data. Three methods of variable transformation are Maximum Total Variance (MTV), Minimum Generalized variance (MGV) and Maximum Average Correlation (MAC). The MTV method is based on the principal component model, and it attempts to maximize the sum of the first r eigenvalues of the covariance matrix. This method transforms variables to be as similar to linear combinations of r principal component score variables as possible, where r can be much smaller than the number of variables. This maximizes the total variance of the first r components. The MGV method uses an iterated multiple regression algorithm in an attempt to minimize the determinant of the covariance matrix of the transformed variables. The MAC method uses an iterated constrained multiple regression algorithm in an attempt to maximize the average of the elements of the correlation matrix. This method transforms each variable to be (in a least-squares sense) as similar to the average of the remaining variables as possible. For details on PRINQUAL procedure, one can refer SAS / STAT User’s Guide online document (http://support.sas.com/documentation/onlinedoc/91pdf/index_913.html)
4. Expectation-Maximization (EM) Cluster Analysis
Expectation-maximization (EM) algorithm is an unsupervised clustering method. The purpose of this technique is generally to detect clusters in observations (or variables), and to assign those observations to the clusters. Instead of assigning cases or observations to clusters so as to maximize the differences in means for variables, the EM clustering algorithm follows an iterative approach, which computes probabilities of cluster memberships based on one or more probability distributions. The goal of the clustering algorithm is to maximize the overall probability or likelihood of the data, given the final clusters. The implementation of the EM algorithm in STATISTICA can also accommodate categorical variables. The method at first randomly assign different probabilities (weights) to each class or category, for each cluster; in successive iterations, these probabilities are refined (adjusted) to maximize the likelihood of the data, given the specified number of clusters.

The EM algorithm is a general method of finding the maximum likelihood estimate of the parameters of underlying distributions from a given data set. Assuming all variables are independent of each other and all data are from k joint distributions. The fundamental algorithm iterates between two steps. For each iteration, first is executed the E-Step (E-xpectation), that estimates the probability of each point belongs to each cluster, followed by the M-step (M-aximization), that re-estimate the parameter vector of the probability distribution of each class after the iteration reallocation. The algorithm finishes when the distribution parameters converge or reach the maximum number of iterations. 

Let each classes j, of M clusters, is constituted by a parameter vector θ, composed by the mean μj and by the covariance matrix Pj. On the initial instant (t = 0) the implementation can generate randomly the initial values of mean μj and of covariance matrix Pj. The EM algorithm aims to approximate the parameter vector θ of the real distribution.

E step: This step is responsible to estimate the probability of each element belong to each cluster P(Cj | xk),  Cj represents the cluster j. Each element is composed by an attribute vector xk. The relevance degree of the points of each cluster is given by the likelihood of each element attribute in comparison with the attributes of the other elements of cluster Cj.
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M Step: This step is responsible to estimate the parameters of the probability distribution of each class for the next step. First is computed the mean μj of class’s j obtained through the mean of all points in function of the relevance degree of each point.
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To compute the covariance matrix for the next iteration, based on the conditional probabilities of the class occurrence.

[image: image8.wmf]å

å

¢

+

m

-

+

m

-

=

å

+

=

=

n

k

k

j

n

k

j

k

j

k

k

j

j

x

C

P

t

x

t

x

x

C

P

t

1

1

)

|

(

)

)

1

(

))(

1

(

)(

|

(

)

1

(


The probability of occurrence of each class is computed through the mean of probabilities (Cj) in function of the relevance degree of each point from the class as
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The attributes represents the parameter vector θ that characterize the probability distribution of each class that will be used in the next algorithm iteration.

5. Artificial Neural Network (ANN) 
Kohonen network offers a considerable different approach to ANNs than other types of architectures. They are designed primarily for unsupervised learning rather than for supervised problems. The term "supervised" learning is usually applied to cases where a particular classification is already observed and recorded in a training sample, and one want to build a model to predict those classifications (in a new testing sample). In "unsupervised" learning the situation is different. Here the outcome variable of interest is not being directly observed. Instead some structure or clusters in the data that may not be trivially observable are detected. 

In Kohonen network, neurons physically located close to each other will react similar to similar inputs, while the neurons that are far apart in the lay-out of the ANN will react quite different to similar inputs. The principal goal is to transform an incoming input pattern of arbitrary dimension into a two dimensional discrete map and to transform this transformation adoptively in a topologically ordered fashion. Neurons in the network are arranged in a two dimensional grid and there happens a competition among these neurons to represent the input pattern. The ‘winning’ neurons and the similar pattern neurons i.e. the neighboring neurons are placed in contiguous locations in output space.

 
                                           

                                                                  ……….






Single neuron model

Here the simplest form of artificial neural networks with a single neuron with a number of inputs and one output is considered. Although a more realistic artificial network typically consists of many more neurons, this model helps to shed light on the basics of this technology. The neuron receives signals from many sources. These sources usually come from the data and are referred to as the input variables x, or just inputs. The inputs are received from a connection that has certain strength, known as weights. The strength of a weight is represented by a number. The larger the value of a weight w, the stronger is its incoming signal and, hence, the more influential the corresponding input. Upon receiving the signals, a weighted sum of the inputs is formed to compose the activation function f of the neuron. The neuron activation is a mathematical function that converts the weighted sum of the signals to form the output of the neuron. Thus: 

Output = f (w1x1+…+ wdxd)

The outputs of the neurons are actually predictions of the single neuron model for a variable in the data set, which is referred to as the target t. It is believed that there is a relationship between the inputs x and the targets t, and it is the task of the neural network to model this relationship by relating the inputs to the targets via a suitable mathematical function.
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