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Figure S1: Box plot for PS particles.  

Shows the size range as determined using ImageJ and Origin, at initial dose of 1 e-/Å2 

average particle size is 109 ± 3 nm, whereas after a cumulative dose of 23 e-/Å2 when the 

signal-to-noise ratio drops to its half value (middle dose) the size decreased to 82 ± 5 nm. 



 

Figure S2. Liquid cell chip design and parameters. 

  (A) Top and bottom parts of the liquid cell in the ELC (B) Magnified view top and bottom part 

of the liquid cell showing the silicon nitride window, flow channel, flow openings, and trenches. 

 



Comparison of silicon nitride layer thickness as measured by the log ratio and parallax methods 

To assess the accuracy of the log ratio method as given by equation 1, comparative parallax 

measurements were performed on selected silicon nitride films, where the lateral shift of 

features at various heights within the liquid cell is observed as a function of sample tilt angle 

(Liao, 2018). Due to the dimensions of our liquid cell holder, the degree of specimen rotation 

is limited to about 2°. Therefore, commercially available 3 mm format silicon nitride TEM grids 

of nominal thickness 20 nm and 50 nm (SimPore; SIN100-A20Q33 and Pelco; 21508-10) were 

examined in a Gatan 626 single tilt cryo transfer arm. The 20 nm silicon nitride films from 

SimPore are very similar to the films of our custom-made chips since they have the same 

nominal thickness and are from the same manufacturer (SimPore). 

Gold nanoparticles of nominal diameter10 nm were deposited on both sides of the silicon nitride 

films, followed by mounting in the cryo transfer arm without filling the liquid nitrogen Dewar, 

and loading into the JEOL JEM 2100 TEM. The eucentric height was determined by rotating 

the specimen and adjusting the z- position until such rotation resulted in minimal specimen 

motion, followed by focusing the image through adjustment of the objective lens current. 

Regions on the silicon nitride films containing AuNP’s on either side of the film were selected, 

and parallax measurements were performed by recording images corresponding to +20 +/- 0.1° 

and -20+/- 0.1° (40+/- 0.2° total rotation). Micrographs were recorded at a magnification of 

20.000. ImageJ was used for further analysis. The parallax thickness T was determined via 

Equation S1 (de Jonge et al., 2010; De Jonge et al., 2018):  

𝑇 =
∆𝐿

sin𝛼
− 2𝑟 

S1 

 

where ΔL is the distance difference between a pair of particles (one on either side of the layer) 

corresponding to two images recorded at tilt angles of +α/2 and -α/2 (+20° and -20° in the 

present case). The distance between measured particle pairs is understood to be the distance 



component in the image plane in the direction normal to the sample rotation axis. Assuming 

spherical particles of radius r placed on the surface of the layer to be measured, the parallax 

thickness must be corrected by the term 2r as shown in Equation S1. Experimentally, r was 

determined by the average diameter of five particles in each region. The four regions with a 

minimum of four particle pairs were averaged together. 

Table S1. Average thickness as determined via parallax measurements. 

 

Nominal thickness from 

manufacturer (nm) 

Parallax average 

thickness (nm) 

20 nm 19.66 +/- 2.14 

50 nm 40.34 +/- 2.35 

 

The transmission intensity ratio I/I0 in Equation 1 in the main text is experimentally well 

approximated (in case of layer thicknesses less than the mean free path) by measuring the ratio 

of the total integrated intensity of images recorded with and without the objective lens aperture 

in place, respectively. This method is preferable to comparing intensities (with the objective 

aperture always in place) of images with and without a sample in the beam path respectively, 

since this would, in general, require the ability to temporarily withdraw the specimen from the 

beam path, or alternatively a highly stable beam the intensity of which could be calibrated 

before each measurement run. Neither of these requirements are met in our system, as typically 

measured beam intensity drifts are 8% per half hour. The pairs of images were recorded within 

a short period of time (less than 10 seconds) to minimize the effect of electron beam intensity 

drift. To account for the finite number of electrons scattered beyond the objective lens 

acceptance angle, which results in a small difference between the actual (no sample in the beam 

path) and measured (no objective aperture in the beam path) value of I0, a comparison between 



the transmission intensity at 10 different regions on silicon nitride covered and open regions 

(without an objective aperture inserted) were measured. Rapid translation from the silicon 

nitride covered regions to open areas (about 10 seconds) ensured negligible influence of beam 

intensity fluctuations. A ratio of 0.997 +/- 0.002 and 0.986 +/- 0.001 was measured in case of 

20 nm and 50 nm nominal silicon nitride layers, respectively, and was used to correct the 

intensity ratio used for thickness calculations. It should be mentioned that the effect is small 

however, particularly in case of thin layers. The adjusted ratios were applied to the Reimer and 

molecular models, the Wentzel model approximates the potential with a single exponential 

function, while the molecular model uses the published scattering factors from Wang, which 

were calculated using configuration interaction wavefunctions (Reimer & Sommer, 1968; 

Kirkland, 2010; Wang et al., 1993; Reimer. L & Kohl. H, 2008). The following parameters 

were set for the thickness calculation: beam energy 200 keV; Si3N4 density =3200 kg/m3; 

atomic weight= 0.02 kg/mol; effective atomic number= 10.6; objective aperture= 12.6 mrad. 

The results are shown in Table 2. 

Table S2. The thickness determination based on the Reimer model and atomic models.  

Nominal thickness from 

manufacturer (nm) 

Adjusted Ratio Thickness from 

Reimer model (nm) 

Thickness from 

atomic model (nm) 

20 nm 0.920+/- 0.001 12.6 15.6 

50 nm 0.840+/- 0.001 26.4 32.6 

 

The log ratio method deviates from the parallax thickness measurement by 36 % if the Reimer 

model is used, whereas it is 21% in case of the atomic model. Since the log ratio method 

employed here relies on a number of assumptions regarding material parameters and electron 

scattering models, a significant difference in the thus determined thickness to the actual 



geometric thickness is to be expected. Such differences have also been found by other authors 

(Zhang, H., Egerton, R.F., and Malac, 2010) 

Electron dose calibration 

Electron dose calibration of the TVIPS TemCam F216 camera was performed prior to the 

quantitative measurements reported in this paper. Routines and features of the supporting 

software EM Menu 4.0 were used. The procedure was as follows: 

1) The JEOL JEM2100 features a current density readout from the main (radius 8 cm) 

phosphor viewing screen. Since this readout may not be precise, or may have drifted since 

initial factory calibration, a correction factor f = Iscreen/Itrue was determined. In order to 

measure the true actual current Itrue, the custom ELC holder (Figure 1) was loaded with a 

sandwich of two top part chips with removed silicon nitride window layers, such that a 

suitably positioned electron beam can pass through the assembly without being scattered. 

An electron beam was generated, passing entirely through the open window sample holder 

assembly and impinging on the large phosphor screen, but not entirely covering it to ensure 

that the total current is measured. The phosphor current density readout was recorded and 

converted to the corresponding current by multiplying with the screen area 𝐴𝑠 = 𝜋𝑟𝑠
2 with 

the screen radius 𝑟𝑠= 8 cm. The sample holder was then displaced such that the beam no 

longer passed through the silicon window frames, instead impinging on the liquid cell 

assembly, which acts like a faraday cup. Since our ELC holder features an electrically 

isolated head part with a wire connection, the corresponding current can be readily 

measured. This was done using a Keithley 2614B sourcemeter. This sequence of 

measurements was repeated for various currents in the range of 2.5 nA – 83 nA, yielding a 

correction factor f = Iscreen/Itrue = 0.72 +/- 0.04. The linearity of the correlation between these 

currents was high, with an R2 value of 0.997. This correction factor was considered in the 

camera electron dose calibration below. 



2) Flatfield and darkfield correction images were recorded with pixel counts up to 30.000 

following the standard procedure in EM Menu 4.0. 

3)  In order to convert electron dose values in the plane of the phosphor screen to 

corresponding values in the camera plane, the post-magnification was determined.  To this 

end, a diffraction grating replica with 2160 lines/mm (Pelco No. 603) was imaged on the 

phosphor screen such that 28+/-0.5 grating lines spanned the 16 cm screen diameter, 

implying a grating spacing of 0.57 cm at the screen. A comparative image taken with the 

camera yielded a grating spacing of 571 pixels, corresponding to 0.89 cm real space in the 

camera plane (the physical pixel size of the detector is 15.6 µm). The post-magnification 

factor relating camera to phosphor screen is thus Mcs = 1.56. The current densities in the 

camera and screen planes, 𝐽𝑐and 𝐽𝑠, respectively, are related by 𝐽𝑠 = 𝑀𝑐𝑠
2 𝐽𝑐.  

4) The beam size was then increased to a radius larger than the phosphor screen. The current 

density readout of the JEOL JEM2100 was recorded and corrected using the factor f 

determined in 1). An image of the beam was recorded with the camera, and the average 

count per pixel was determined. The measured screen current density 𝐽𝑠 was then used to 

compute the current density at the camera 𝐽𝑐 according to the relation given in 3). 

Comparing the average pixel count with the thus determined electron dose in the camera 

plane yields an electron sensitivity factor of 29 counts/electron, which was used to compute 

the electron dose for all images. We estimate that our dose calibration is accurate within 

about +/-10%. The low current densities were measured using the camera, and not the 

phosphor screen. In order to do this, the camera was calibrated by exposing it with a known 

current density as determined from the phosphor screen, thus determining the counts per 

electron factor of the camera. Measurement of current densities lower than is possible with 

the phosphor screen are then essentially enabled through extrapolation, which is justified 

by the sufficient linearity and sensitivity of the camera (TVIPS TemCam F216).  
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