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S1. Image registration
[image: ]
Figure S1 The registration process. (a) Detected SURF features of th milled-image, where triangles denote the location of features and the size of circles denotes the magnitude of the features; (b) detected SURF features (asterisks) of th milled-image and the size of circles denote the magnitude of the features; (c) matched feature points using MSAC. Based on the matched feature points, the affine transform matrix can be estimated by least squares method.
S2. The details of Illumination Correction ()
This explanation is based on Tasdizen et al. (2008) with example and far more details. In this process, the given images are converted into double-precision floating-point values ranging from 0 to 1. The illumination of images is assumed to change slowly allowing it to be modeled using a smooth and continuous bivariate polynomial of degree 
	
	(S1)


[bookmark: _Hlk517545776]where  is an illumination to be estimated, and  is the column vector of s, which is a parameter of the bivariate polynomial. Herein, an image is modeled by the multiplicative model as follows:
	
	(S2)


where  is the true signal,  is the true non-uniform illumination, and  is the additive noise. Note that any low-pass filtering can effectively remove the noise in . In this study, we specially design the low-pass filter, namely cross filter  as shown in Figure S2(a). The filter size is  by , where  is the -directional size of the image and . To construct the filter, first,  by  matrix (filter), whose elements are all zero, is constructed, e.g.,  is one-twentieth of the -directional size of the image. Second, unity is assigned to the center row ( row) and the center column ( column). Third, all the values in the matrix are divided by  to make the matrix a low-pass filter.
Intuitively, filtering is a process that the value at  is replaced with the average value of the neighborhoods matching the cross filter. Mathematically,  is obtained by convolution of  (Figure S2(b)) with  (Figure S2(a)):
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	(S3)


where  denotes convolution operator, and symmetric paddings are used. The noise term can be easily eliminated by the cross filter because it is a low-pass filter. Herein,  is assumed to be constant.
The following least-squares statement estimates  from : 
	
	(S4)


where  is the total number of pixels,  is a gradient operator, and  denotes the L2 norm. Figure S2(c) shows the illumination estimated from Eq. (S1) using the optimal value of  obtained from Eq. (S4). As expected, the illumination is biased on the upper region of ROI. Finally, this non-uniform illumination can be corrected as follows:
	
	(S5)


where  is the corrected image. Figure S2(d) shows the corrected image of Figure S2(b). Here, the fifth issue in Table 1 is resolved.
In Eq. (S3), it should be noted that  is assumed to be constant in the cross filter, not only because we used the polynomial to model the illumination, but also because the shape of cross filter averages over the whole -directional size of the image. Taking logarithm on both sides to separate the signal and illumination terms, followed by taking gradient gives

Note that the second term, i.e., the gradient of the low-pass filtered true signal, does not have large value except for the edge. Therefore, in Eq. (S4),  tries to minimize , i.e., the illumination is estimated.
Figure S2(e) and (f) show -directional and -directional intensity plots along the lines indicated in Figure S2(b), (c), and (d), respectively. As expected, the estimated illumination (the green curve) is almost constant along the whole -direction as shown in Figure S2(e). Therefore, the effect of intensity correction along the -direction is not significant. However, it is a desirable result because the illumination difference in the FIB-SEM appears in the -direction as discussed in Issues in Raw FIB-SEM Images section. On the contrary, the estimated illumination along -direction (the green curve in Figure S2(f)) catches the illumination. Therefore, the true signal can be restored (compare blue and red curves in Figure S2(f)). For instance, the yellow and cyan boxes in Figure S2(b) are suspected to be silicon and carbon, respectively. However, the intensities of both the boxes are almost similar (the blue curve in Figure S2(f)). After the illumination correction, the intensities are effectively restored, which results in yellow box on the red curve in Figure S2(f).
However, the method amplifies the noise in the resulting image, due to the term  in Eq. (S5). Although -directional illumination artifacts are effectively corrected, the intensity histogram Figure S2(h) almost lose the second peak when compared to Figure S2(g). However, the lost peak can be restored sharply after denoising, as shown in Figure S2(i). Therefore, we recommend using the denoising process after the illumination correction.











Figure S2 The illumination correction step. (a) a cross filter designed in this study; (b) 1st cross-sectional image processed up to the curtain artifacts reduction; (c) estimated illumination where the illumination is estimated by third-order bivariate polynomial; (d) the illumination correction followed by contrast stretching; (e) -directional intensity plot along the horizontal lines in (b), (c), and (d); (f) y-directional intensity plot along the vertical lines in (b), (c), and (d); (g) the intensity histogram of (b); (h) the intensity histogram of (d); (i) the intensity histogram after denoising of (d), whose result is depicted in Figure 2(c).
S3. Effect of Image Enhancement Step
[bookmark: _Hlk531294736][bookmark: _Hlk531294757]In this section, we discuss the importance of image enhancement. Figure S3(a) displays  that corresponds to the 22nd image processed until the geometric transform step. This step resolved only the first three geometrical issues discussed in Table 1. For comparison, we processed the image up to  to investigate the effect of the enhancement steps on the proposed segmentation method. When the segmentation is directly applied to the image without image enhancement step, the resulting image (Figure S3(e)) shows that most of the upper regions are classified as silicon, which is clearly unreasonable. 
Figure S3(b), (c), and (d) show the enhanced images of Figure S3(a), which are processed up to the steps indicated by their superscripts. Figure S3(f), (g), and (h) show the segmentation images of Figure S3(b), (c), and (d), respectively. As the figures show, the segmentation improves gradually from Figure S3(f) to (h).
Figure S3(b) shows the image processed up to the curtain artifacts reduction step (using pixels (~1.5% of the y-directional image size). The curtain artifacts, indicated by arrows in Figure S3(e), is removed effectively in Figure S3(f). However, most of the upper region is still identified as silicon, owing to the illumination issue. 
Figure S3(c) shows the image processed up to the illumination correction step (. Here, we use  (3rd order bivariate polynomial) in Eq. (S1), and the size of the cross filter is 618 by 38 pixels2 (38 is 1/20 of -directional image size, Figure S2(a)). The illumination issue is properly treated by the correction step, as evident from the appearance of carbon class in the upper region in Figure S3(g). However, this step amplifies noises as discussed in Section S2. Consequently, unwanted scattered dots of silicon appear.
Figure S3(d) shows the image processed up to the denoising step (). Here, we used parameters such that the primal problem is with  and the dual problem is with . The number of iterations used in this study is 100. The resulting image from segmentation is nearly free from undesirable noises, as seen in Figure S3(h).
The order of application of enhancement steps can also affect the segmentation performance, which is presented in Supplementary Movie S6. Most of the segmentations are of similar quality. However, the segmentation performance is degraded for some images when the illumination correction step is conducted at last (see Movie S6 (c) and (e)). 







Figure S3 Effect of the image enhancement step for the 22nd cross-sectional image. (a) The image processed up to the geometric transform; (b) the image processed up to the curtain artifacts reduction; (c) the image processed up to the illumination correction; (d) the image processed up to the denoising step; (e), (f), (g), and (h) show the segmentation up to the proposed thresholding method applied to (a), (b), (c), and (d), respectively.






S4. Comparison of segmentation performances of the proposed method and EM-MPM

[bookmark: _Hlk531296383][bookmark: _GoBack]Figure S4 (a) images processed up for the removal of shine-through artifacts; (b) the intensity histograms of (a); (c) the segmentation images using the proposed method; (d) the segmentation images using EM-MPM; (e) PSNR of all serial sectioning images; (f) SSIM of all serial sectioning images.
[Movie captions]
Movie S1 Video showing 80 serial sectioning FIB-SEM raw images.
Movie S2 Video showing 80 serial sectioning FIB-SEM images pre-processed up to the registration step.
Movie S3 Video showing 80 serial sectioning FIB-SEM images after all pre-processing.
Movie S4 Video showing 80 serial sectioning FIB-SEM images segmentation.
Movie S5 Video showing the comparison of segmentation using various global thresholding methods. (a) image after the enhancement step; (b) results of segmentation using the proposed thresholding method; (c) to (g) results of segmentation using other thresholding methods. Only (b) shows stable and reasonable segmentation results for all 80 serial sectioning FIB-SEM images. The details are provided in the main text.
Movie S6 video showing the comparison of the order of image enhancement that affects the segmentation results. (a) Image after the geometric transform. (b) Segmentation results after the proposed order of enhancement step. The others show segmentation after the different order of enhancement step. Herein, C, I, and D denote curtain artifact reduction, illumination correction, and denoising, respectively.
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