[bookmark: _GoBack]Appendix I: Example and template for reporting data and analysis details
Since most publication platform limits the available space, we recommend that the following information be provided in the form of online supplementary material:
· Data acquisition software platform and version number – to account for possible variations in raw data handling and hidden data manipulation
· Reconstruction algorithm, use of prior information, parameter values – to account for scaling effects
· Mass spectrum in the form of legible figure with appropriate labeling – to account for mass ranging effects
· Mass ranges in the form of a table
· Cluster analysis method/algorithm with justification of parameter selection, sensitivity analysis, and definition of selected uncertainty or error bars. – to account for data processing effects 

One dataset collected during the interlaboratory study is used here as an example and template that may be used in future publication – note that the details and procedures are specific to the selected dataset and its microstructure and may not fully apply to other data. However, the overall philosophy regarding sharing details, justification, and sensitivity analysis is relevant for the scientific community to be able to appropriately use, compare, and interpret the authors’ conclusions and published data.

Atom probe tomography data acquisition, reconstruction, and analysis
Acquisition: Dataset #1 was acquired on a Cameca LEAP 4000XHR instrument operated in voltage pulsing mode, with a specimen temperature of 56 K, pulse fraction of 20%, a pulse repetition rate of 200 Hz, and at a constant detection rate of 0.002 ions/pulse. 
Reconstruction: Data reconstruction was performed using the IVAS 3.8.0 software from Cameca Instruments using the voltage evolution to inform the specimen radius throughout the analysis. Reconstruction parameters (K and ICF) were selected such that Ni clusters have a close to spherical shape, yielding the selection of values of K and ICF of 3.3 and 1.05 respectively. Default values for the detection efficiency (37%) and a constant evaporation field value (that of Fe, 33 V/nm) were applied. Note: There is a wide range of possible reconstruction strategies and additional details other than the one stated here, which include constant shank angle reconstruction, the use of prior knowledge from SEM or TEM observations.
Labelling and ranging: The mass spectrum is shown below with labelling of all peaks used in the cluster analysis. The range widths were based on the background levels, as illustrated below. Some overlapping peaks, e.g. Cr and Fe, were not deconvoluted in the context of the cluster search algorithm. Note: if one reports concentrations then details about peaks decomposition would be useful.
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[image: ][image: ]Figure I: Labelled mass spectrum

Cluster analysis – Example 1: Cu was selected as a core atom and the four Cu ranges identified in the mass spectrum were selected. An order of 4 was selected to maximize the contrast between Cu in clusters and Cu in matrix.  The value of dmax was then selected as the crossover between the two fitted Gaussian distributions in NND distributions (Figure 2A). The minimum number of solutes in a cluster, Nmin, was determined as the point where cluster size distribution of randomized data first reaches zero. Five randomized distributions were generated (Figure 2B) and the Nmin was determined by averaging the Nmin values determined from each randomized data, and an uncertainty range was assigned to the number of clusters using the range of Nmin values. The resulting dmax and Nmin values are 1.2 and 10 2.  A sensitivity analysis is shown in the figure below (Figure 2C).  
Cluster analysis – Example 2: Clusters are identified using the Iso Position Method (IPM) (Lefevbre, 2016). This method identifies solute clusters in two steps. First, a concentration value of selected elements (core atoms) is assigned to the position of each atom in the volume. The core atoms with concentration values higher than a threshold (Cth) are kept. The filtered atoms are then assigned to clusters using the envelop method (Miller & Kenik, 2004) with a grid size of 0.5 nm. Only clusters containing a minimum number of solute atoms, Nmin are kept to avoid identifying fluctuations of concentration as clusters. After the identification procedure, a visual inspection is performed in order to merge the clusters that are cut, to separate clusters that are artificially merged and to identify the clusters located at the edge of the analyzed volume (these clusters are counted as ½ for number density calculation and are not considered for the size and the chemical composition). Finally an erosion profile [1] is plotted to remove matrix atoms near interfaces associated to the clusters. The cluster composition is calculated from the plateau of the erosion profile and the size from region where Csolute is higher than (Cplateau + Cmatrix)/2. The concentration threshold, Cth is determined by comparing the experimental distribution of concentrations with the one calculated from the randomized volume (Figure 3 for the case of Cu clusters). Cth is set to the value for which the distribution of concentration from the randomized data set is negligible (<0.01%). Nmin is the minimum number of solute atoms resulting in no cluster detection in the randomized volume for a threshold Cth. 
For the Cu-rich clusters, Cu was selected as the core atom. A threshold concentration of Cth = 2.3 at.% was identified and a minimum number of Cu atoms in clusters of Nmin = 6.  A sensitivity analysis around these parameters is shown on Figure 3b.
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Figure 2: (A) Gaussian peak deconvolution for the Cu–Cu 4th NND distribution. (B) Distribution of measured cluster size (in number of Cu atoms) for the experimental data and five derived randomized dataset. (C) Sensitivity analysis for Dataset 1 varying the values of Nmin and dmax while keeping O=4.
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Figure 3: (a) Ni-Si cluster analysis. Concentration histogram used to set the Cth value as 0.01% of the randomized data set. (b) Sensitivity analysis showing the influence of Nmin and Cth on the number of detected Cu clusters.
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Figure 1: (A) Cu concentration in dataset. (B) Number density of identified Cu clusters. (C) Average size (expressed in number of Cu atom within each cluster) of identified Cu clusters. Single operator data is in blue, multiple operator data in orange. The single operator analyses using multiple operator range files are in green. Note that all numbers have been adjusted to account for detection efficiency.
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Fig. 2: (A) Number density of identified Ni-rich clusters. The error bar was defined by the spread in number density when varying the Nmin to Nmin±5 (arbitrarily to illustrate the dependence with Nmin). (B) Average size (number of Ni atom inside) of identified Ni clusters. (C) Ni-to-Si ratio of identified Ni clusters. Single operator data is in blue, multiple operator data in orange. 
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