
1 
 

 

 

 

 

 

 

 

 

Creating and Comparing Dictionary, Word Embedding, and Transformer-

based Models to Measure Discrete Emotions in German Political Text 

Tobias Widmann1 

Maximilian Wich2 

 

 

 

 

ONLINE APPENDIX 
 

 

 

 

 

 

 

 

 

 

 

																																																								
1 Aarhus University, Department of Political Science, Bartholins Allé 7, 8000 Aarhus, Denmark. Email: 
widmann@ps.au.dk 
 
2 Technical University Munich, Department of Informatics, Boltzmannstr. 3, 85748 Garching, Germany. Email: 
maximilian.wich@tum.de 



2 
 

Online Appendix A: Information about the ed8 dictionary 
 

A.1 Selection of Emotions 

The emotions under scrutiny include five basic emotions (anger, fear, disgust, sadness, and joy) 

as defined by Ekman (1999). To these, three additional emotions (pride, enthusiasm, and hope) 

were added given their central role in political discourse (Brader & Marcus, 2013). The 

measurement of different discrete emotions is crucial given that they have diverging political 

consequences.  

Anger and fear belong to the most research emotions in the political world. In general, 

anger and fear have been found to significantly impact risk perception – yet, with diverging 

effect. Anger, on the one hand, facilitates a more risk-seeking and aggressive behavior, whereas 

fear promotes risk-averse behavior (Lerner & Keltner, 2000, 2001). Fear and anger have also 

been found to impact framing effects, the former increasing and the latter dampening the effects 

of frames (Druckman & McDermott, 2008). Both emotions also impact policy preferences 

differently, for instance in connection to terrorism and confrontational policies (Huddy et al., 

2021; Lerner et al., 2003).  

Anger has also been found to strengthen support for new populist radical parties in 

Europe. Rico et al. (2017) show that in Spain, anger over the economic crisis can make 

individuals develop populist attitudes. In Britain, anger was associated with higher support for 

leaving the European Union (Vasilopoulou & Wagner, 2017), and in France, anger is associated 

with the strengthening of authoritarian policy preferences among right-wing individuals 

(Vasilopoulos, Marcus, & Foucault, 2018). Other studies found that anger is associated with 

voting for the French far-right party Front National (Vasilopoulos, Marcus, Valentino, et al., 

2018).  

In the American context, Banks and Valentino (2012) show that anger is associated with 

symbolic racism and boosts opposition to racially redistributive policies among white 

conservatives. Fear, on the other hand, increases conspiracy thinking about minorities (Grzesiak-

Feldman, 2013) and makes individuals more likely to search for, remember, and agree with 

threatening pieces of news about immigrants (Gadarian & Albertson, 2014).  

The other emotions included, for instance disgust, also carry important political 

consequences. From an evolutionary perspective, disgust prompts individuals to stay away from 

impure, toxic, and dangerous substances. However, research indicates that humans not only 

experience disgust reactions from physical contamination but also from moral breaches (Lazarus, 
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1991). People experiencing disgust reactions are more likely to judge moral violations as more 

severe and have more negative views on specific minority groups (Inbar et al., 2009; Schnall et 

al., 2008).  Moral emotions, such as disgust, can also amplify or even elicit moral judgement of 

‘immoral behavior’ and increase support for the removal of ‘immoral behavior’ (Desteno et al., 

2004). Furthermore, disgust has also been shown to play a role for important political beleifes, 

such as attitudes towards immigration (Aarøe et al., 2017). Lastly, disgust has been linked to 

group dynamics, the ‘dehumanization’ of out-groups and political violence (Matsumoto et al., 

2015). 

Lastly, sadness has been studied less than other negative emotions in the political context. 

It has been found to have similar consequences as fear. For instance, individuals have been found 

to process political information more systematically and rely less on initial bias (Small & Lerner, 

2008). Thus, similar to fear, sadness responses make individuals more open to new information 

and persuasion.  

 Positive emotions, such as enthusiasm and hope, have been found numerous times to 

increase political participation and turnout (Brader, 2005, 2006; Just et al., 2007; G. E. Marcus & 

Mackuen, 1993; Valentino et al., 2011). Hope has been found to be especially important for 

elections as it links the individual’s goals for the future with the democratic process (Kinder, 

1994). Enthusiasm has also been found to dampen framing effects (Druckman & McDermott, 

2008) and increase reliance on habits and previously held attitudes and beliefs (MacKuen et al., 

2010; G. E. Marcus et al., 2000; G. E. Marcus & Mackuen, 1993). Joy, on the other hand, can 

significantly impact voting decisions (via the perception of incumbents) (Healy et al., 2010). 

Pride, finally, can be used by politicians and political leaders to create positive ingroup identities, 

thereby making religious or national identities more salient (Salmela & von Scheve, 2018). This 

can lead to increased solidarity (Turner, 2007), however, also to prejudice and hostility towards 

outgroups and minorities (De Zavala et al., 2009) 

 All in all, based on the studies mentioned above, we believe that the emotions included in 

the different tools in this study are of high relevance for different aspects of politics.  

 

A.1.1 Differences between emotional categories 

 

Differences between distinct emotions are often explained by underlying appraisal patterns. 

Appraisals are the dimensions by which individuals evaluate events eliciting emotional responses 

(Lazarus, 1991). While some emotions differ in terms of valence (anger versus joy), others vary 
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in the level of certainty or situational control that is associated with them, for instance enthusiasm 

versus hope or anger versus fear (Lazarus, 1991; Smith & Ellsworth, 1985; Tiedens & Linton, 

2001). Furthermore, emotions can also differ in their temporal perspective, focusing either on the 

presence/past (joy) or on the future (hope). These differences in appraisal patterns are reflected in 

the selection of vocabulary included in the different emotional categories of the ed8 dictionary. 

For instance, while positive emotions all include positive terms, hope includes more future-

oriented vocabulary. In turn, hope includes positive terms that are associated with more 

uncertainty, as compared to joy and enthusiasm. Examples of emotional words can be found 

below. 

 

A.2 Dictionary Length and Example Terms 

The individual lists of each emotional category have comparable sizes among emotions of the 

same valence, i.e. all negative emotions have approximately similar lengths and all positive 

emotions have approximately similar lengths. However, comparing negative categories to 

positive categories, lists for negative emotions are slightly longer. 

The list for anger includes 4743 terms, for fear 4022 terms, for disgust 4212 terms, and for 

sadness 3885 terms. The list for joy contains 2800 terms, for enthusiasm 2246 terms, for pride 

3063 terms, and for hope 2525 terms. Thus, there is an overweight of negative words which, 

however, might be closer to the real balance of positive and negative terms in German political 

language (Rauh 2018). 

 
Table A. 1 Example terms for each emotional category 

Emotion Example words 

Anger vicious, evil, brutal, humiliate, damaging, hate, derisive, enraged, … 
Fear terror, anxious, uneasy, uncertain, threatening, punishment, gruesome, … 
Disgust disgusting, repulsive, inhuman, rape, filth, germs, sick, betrayal, corrupt, … 
Sadness miserable, unhappy, mournful, mortifying, humiliating, bleak, drabness, dull, dismal, 

sad, … 
Joy pleasure, enjoyment, laughter, fabulous, marvelous, praise, pleasant, … 
Enthusiasm fierce, agile, motivated, excited, stimulated, spur, dynamic, energetic, … 

Pride powerful, strong, pride, excellent, rich, glorious, outstanding, paramount, … 
Hope promising, encouraging, forward-looking, healing, hopeful, reanimate, compensation, … 
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One important note about the definition of disgust: Disgust is generally connected to a 

physiological process that has evolved to avoid and expel contamination. It prompts individuals 

to stay away from impure and dangerous substances. However, research indicates that humans 

not only experience disgust reactions from physical contamination, but also from moral breaches 

(Lazarus, 1991). Disgust reactions in humans reach “beyond the realm of physical impurity to the 

realm of moral impurity” (Brader & Marcus, 2013). The disgust category therefore not only 

includes vocabulary related to physical impurity (e.g. sick, germs, or filth) but also to moral 

impurity (e.g. corrupt or betrayal). 

 

Table A.2 presents examples of words added through word embeddings (words that were not yet 

included in the ed8 dictionary, but have been identified via their numerical word vectors): 

 
Table A. 2: Example words that have been identified through their numerical word vectors 

word 
added to 

category 

forlorn fear 

ruined sadness 

emaciated sadness 

unerring enthusiasm 

grasping enthusiasm 

unswerving enthusiasm 

… … 

 

 

A.3 Negation Control 

 

The ed8 dictionary adopts the same negation control as included in Rauh’s (2018) augmented 

dictionary. This negation control recognizes a variety of different negation patterns by including 

bigram negations of each term. The negation patterns are then replaced by a marker that is 

subsequently not counted in the final emotional scores. The exact negation pattern in German 

looks like this:  

 

‘(nicht|nichts|kein|keine|keinen) TERM’ 
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A.4 Intercoder-reliability test 

 

To replicate the attribution of emotional words to the individual categories, we made use of a 

trained expert coder who replicated the task on a smaller sample. The human coder is German 

native speaker and was briefly trained in differentiating between the distinct emotional categories 

based on the codebook presented in Online Appendix A. Afterwards, the coder coded a training 

set consisting of a random sample of 200 emotional words. After assessing the results of this first 

training for each emotional category, the coder was further trained in the distinction between 

different emotional categories.  

Finally, the human coder categorized another random sample of 250 emotional words. 

The Krippendorff’s Alpha scores for this exercise are in satisfying ranges (see Table A.3), 

comparable to scores found in similar validation processes (Lind et al., 2017). 

 

Table A. 3: Intercoder-Reliability Estimates (Krippendorff’s Alpha) 

Anger .78 Joy .69 

Fear .69 Enthusiasm .84 

Disgust .69 Pride .70 

Sadness .57 Hope .63 
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Online Appendix B: Crowd-Coding Process 
 

B.1 Data for Crowd-Coding Process 

To conduct the validation process and to receive the ‘true’ answer of the crowd, we used a 

German crowd-working platform called ‘Crowdguru’, which is similar to Amazon’s Mechanical 

Turk. As data, we selected 10,000 sentences coming from two important sources of political 

communication: parliamentary speeches and Facebook. Facebook is by far the most important 

social network in Germany with a market share above 50 percent, compared to Twitter’s 11% 

(Statista, 2020). Moreover, Facebook is the main social media platform for political parties in 

Germany, especially for radical parties (Arzheimer & Berning, 2019; Stier et al., 2017). 

Legislative speeches, on the other hand, have the potential to reach large audiences through mass 

media. Previous research shows that journalists regularly pick up on them (Tresch, 2009). One of 

the biggest German newspapers (Frankfurter Allgemeine Zeitung)  covers each parliamentary 

session by at least one newspaper article in average since the 1950s (Proksch & Slapin, 2012). 

TV programs also regularly pick up on legislative speeches in news shows (Salmond, 2014). We 

therefore are convinced, that we chose two important and relevant text types as data sources.  

Parliamentary debates stem from the 19th legislative period of the German Bundestag, 

starting in October 2017 up to June 2019. Facebook posts were taken from the official Facebook 

accounts of all German parties, during the same period of time. The speeches and Facebook posts 

were subsequently collapsed into sentences, resulting in a total of 333,572 sentences in 

parliamentary speeches and 34,375 sentences in Facebook posts. From these sentences, 20 

percent of the validation data (2000 sentences) were randomly selected. The remaining 80 

percent were selected from pre-sampled data sets. Research on emotional language shows that 

emotional words only rarely occur in communication (Pennebaker et al., 2003). Thus, randomly 

selecting sentences from the overall sample would most likely lead to a very low amount of 

emotionality, which would mean that from the 10,000 sentences only a few hundred sentences 

would include emotional language. Hence, we applied the ed8 dictionary to the overall sample of 

sentences and subsequently pre-sampled data sets for each emotion, including only sentences that 

have an emotional score above 0 for the respective emotion. This resulted in eight data sets (one 

for each emotion) with sentences that have an emotional score that is greater than 0. From each of 

these eight pre-sampled data sets we subsequently selected 10 percent (1000 sentences) of the 

validation sample, resulting in 8000 sentences. Taken together with the 2000 sentences that were 

randomly chosen, this results in the total validation sample of 10,000 sentences. 
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B.2 Quality Control 

The validation process included different tests before and during the coding process to assure a 

high quality of coding. First, coders had to finish a start quiz consisting of so-called “gold 

sentences.” Gold sentences are sentences that are clearly associated with one specific emotion 

and therefore have a pre-defined unambiguous answer (see e.g. Benoit et al., 2016). In the start 

quiz, 80 percent of the answers had to be answered correctly in order to be admitted to the job. 

Ten crowd-workers did not pass the start quiz and hence were not allowed to work on the tasks. 

During the coding process, the quality of the coders was assured using either gold 

sentences or ‘screeners.’ Screener sentences contain a precise instruction on how to label the 

sentence, which are designed to assure that coders carefully read the sentences (Berinsky et al., 

2014). Based on the answers to the randomly chosen test question (gold sentence or screener), 

trust scores were calculated for each individual coder in regular intervals. Coders whose trust 

score fell below 60 percent, were ejected from the job and their assignments added back to the 

HIT pool. However, only one crowd-worker fell below the threshold of 60 percent and was 

subsequently removed from the task. In total, 69 coders coded the 10,000 sentences. 

 

B.3 Codebook 

This section describes the coding instructions that each crowd-coder had to read before starting 

the coding task on Crowdguru. The following instructions have been translated from German to 

English. 

 

INSTRUCTIONS: 

What is this about? On the following pages we present you several text documents from politics 

and media, which consist of single sentences. Some of these texts, but not all, express certain 

emotions, such as anger or joy. 

Task: Please read the following sentences slowly and carefully and then decide whether, in your 

opinion, the texts are connected with one or more of the following emotions: 

• Anger 

• Fear 

• Disgust 

• Sadness 

• Joy 
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• Enthusiasm 

• Proud 

• Hope 

Important: You can click on more than just one emotion, since a sentence can be associated with 

several emotions at the same time. If no emotion is connected to the sentence, please select “no 

emotion.” 

  

Explanation and example sentences: 

• Anger: Phrases associated with anger often express displeasure with something or someone, 

or dissatisfaction and disappointment. They may also contain insults or strong criticism 

towards a person or a group. For example: “Unbelievable: Murderer kills again, politics 

remains inactive! How much more stupid can this be? Why is the killer still at large?” 

• Fear: Sentences with fear express an oppressive, anxious feeling, a feeling of being 

threatened or insecure. For example: "Terrible terror in Berlin: The country, shaken by 

violence, murder and terror, simply does not come to rest. How safe are we still in 

Germany? 

• Disgust: This emotion is often associated with 1) impurity, dirt, or disease 2) or it can also 

indicate disgusting behavior (in a moral sense). 

– Example 1: “A crime that can hardly be surpassed in disgust: The man has bitten the 

victim bloody and infected him with hepatitis B.” 

– Ex.2: “These statements make us sick. These are sentences that show how corrupt 

and immoral the government has become in the meantime.” 

• Sadness: This emotion can be expressed for example by great injustice, suffering, failure, or 

death. For example: "The humanitarian catastrophe in Yemen is heartbreaking. It is an 

imperative of humanity that suffering, starvation and death finally come to an end. 

• Joy: Sentences expressing joy often emphasize joyful, beautiful things that please oneself or 

someone else. For example: "What a phenomenal result! Incredible! This is good for 

Germany, good for democracy and good for the whole country! 

• Enthusiasm: Sentences with enthusiasm often describe an excitement for something, an 

exaggerated dynamism and vitality, or an extreme commitment to a cause. For example: 

“Those who are committed encourage others. Our society and democracy live on 

commitment. Thanks to all who participate! Keep up the good work!” 
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• Pride: Sentences expressing pride often emphasize self-confidence and joy over a 

possession, a characteristic or a performance. For example: "The performance of our 

industry and economy is outstanding and admirable. We are a rich and strong country that 

impresses many! 

• Hope: Sentences of hope express confidence in the future, emphasize confidence, optimism 

about what the future will bring. For example: "I wish everyone a happy, successful and 

healthy new year. May 2018 bring less war, but more confidence and helpfulness. 

What should you pay attention to? Please rate only the content of the text. Please remain 

impartial, your personal experiences with persons, parties or organizations should not influence 

your evaluation. 

Uncodable: A text can be rated as “uncodable” if the text is incomplete or makes no sense. 

Sentences or paragraphs may also contain incomprehensible characters because they have been 

processed automatically. If a rating is impossible, we ask you to classify the text as “uncodable.” 

Example: “Ic&// \n\n\n this!%!, aeut!%%” 

Special case: sentences with specific coding instruction 

Some texts may contain very specific instructions regarding their encoding. In these cases you 

should ignore all text contents and follow the instructions only. For example: “And the governing 

parties continue to remain silent. How long should this continue? Please ignore the content of the 

previous sentences and encode this text as”uncodable". 

Thank you very much for your contribution! 

 

B.4 Information about the crowd-working platform 

 

As mentioned before, the crowd-coding was conducted via a German crowd-working platform 

called ‘Crowdguru’. The company was founded in 2008 and offers services such as providing 

sales data, picture tagging, classification tasks, content moderation, contact address research and 

content creation, e.g. for product descriptions. According to website information, the company 

works with a crowd of more than 45,000 individuals. The majority of services is offered in 

German. However, according to company information, specific tasks are also available in 

English, yet, relying on a much smaller English-speaking crowd.  

The specific task for this project consisted of sentence classification. Crowd workers were 

firstly presented with the codebook described above. After passing the start quiz, they could 
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choose to classify as many sentences as they want (as long as they did not fall below the quality 

threshold).  

The costs for the first set of sentences included costs for 10,000 sentences each coded by 

five different coders (50,000 units) plus test questions (5,000 units). The platform also required a 

‘set-up fee’ for creating and providing the digital infrastructure. 

The costs for the second set of sentences included the price for tagging 10,000 sentences, 

of which half was coded by five coders each (25,000 units) and the other half by ten coders each 

(50,000 units). In addition, the second crowd-coding included 8,333 test sentences. Since the 

digital infrastructure was already up and running, no set-up fee was required for the second round 

 

 
Set Task Amount Price per unit Total price 

First set Emotion classification of sentence 55,000 units 0.06 € 3,300 € 

First set Setup-up of infrastructure 1 unit 150 € 150 € 

Sub-total    3,450 € 

     

Second set Emotion classification of sentence 83,333 units 0.06 € 4,999.98 € 

Second set Setup-up of infrastructure - - - 

Sub-total    4,999.98 € 

     

TOTAL    8,449.98 € 

 

 

B.5 Discussion of ethical issues related to crowd-coding 

While the use of crowd-sourcing for data production in social sciences and other related fields is 

rapidly growing, it also has become the subject of intense debate over the past years. Reports 

about unfair payment and other difficult working conditions (Newman, 2019) led to growing 

concern among researchers about the employment of crowd platforms for social science research. 

The potential concerns are manifold. 

First and foremost, it has been repeatedly reported about the low wages paid to crowd 

workers (Newman, 2019; O’Connor, 2020). According to a study on crowd workers on Amazon 

Mechanical Turk (MTurk), the average hourly wage is only $1.25 (Ross et al., 2010). Another 
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study on the same platform calculated a median hourly wage of approximately $2 per hour (Hara 

et al., 2017). The main reason for these low wages is ‘invisible work’, i.e. work-related tasks that 

workers have to do but for which they are ultimately not paid for (Hara et al., 2017; Newman, 

2019). These include time crowd workers have to spend on finding suitable tasks or waiting for 

pages to load. Furthermore, workers spend time on defective tasks that ultimately cannot be 

submitted, and which will therefore not be paid. And lastly, workers can waste time on tasks that 

can be rejected by requesters and for which they will not receive compensation. 

The last point is related to the lack of accountability on the side of the requesters. For 

crowd workers, MTurk and other platforms do not provide sufficient possibilities to object a 

requester’s decision or even to communicate with requesters (Hara et al., 2017). Requesters can 

simply deny the payment of workers without disclosing reasons (Hara et al., 2017; Newman, 

2019) which increases insecurities on the side of the workers. And these insecurities are 

particularly consequential for people who conduct crowd work not as a hobby or for fun, but who 

are financially dependent on these platforms (Ross et al., 2010; Williamson, 2016). Studies found 

that a substantive proportion of crowd workers in the US are relying on MTurk to make basic 

ends meet (Fort et al., 2011; Williamson, 2016). However, these workers are often stripped of 

basic labor rights that many workers in North American and European countries possess, for 

instance the right to unionize and to collectively bargain (Fort et al., 2011; Hara et al., 2017).  

However, there are ethical concerns beyond the issue of fair payment. Crowd work can be 

psychologically harmful (Shmueli et al., 2021), especially when dealing with violent textual or 

visual content such as images of killings or description of accident victims (Newman, 2019). 

Crowd workers can also inadvertently or subconsciously expose sensitive information about 

themselves, especially during data production tasks, which can breach the anonymity and privacy 

of workers (Shmueli et al., 2021). And crowd work can further strengthen imbalances between 

requesters in industrialized countries and workers in developing countries. For instance, a great 

proportion of MTurk crowd workers are located in developing countries, such as India or 

Bangladesh, which increases the risk of including vulnerable populations (Shmueli et al., 2021). 

 We believe that researchers need to keep these ethical issues in mind when deciding to 

rely on crowd-sourcing platforms. Researchers can, for instance, opt for companies/platforms that 

commit themselves to comply with minimum salary and fair and safe labor conditions. A number 

of German crowd-sourcing companies (among which is also Crowdguru, the company used for 

this study) signed a ‘code of conduct’ (Gebert, 2017) which presents guidelines for a “prosperous 

and fair cooperation between companies, clients and crowdworkers”. This code entails 
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commitment to ten points: conformance with law, clarification on legal issues, fair payment, 

provision of motivating and good work, respectful interaction, clear tasks and reasonable timing, 

freedom and flexibility, constructive feedback and open communication, regulated approval 

process and rework, and data protection and privacy. It furthermore includes an Ombuds Office 

which is overseen by one of the largest German labour unions (IG Metall), which also oversees 

the enforcement of the code of conduct. Crowd workers can use this Ombuds Office as a 

communication channel to file complaints. The Ombuds Office then decides on cases regarding 

monetary disputes as well as other matters, including for example platform work processes 

(Faircrowd.com, 2017).  

Nevertheless, we are convinced that this can only be a first step in the right direction. A 

lack of transparency on the side of crowd-sourcing platforms makes it hard to actually check 

whether companies keep their self-imposed commitments. A helpful step would therefore be a 

requirement for companies to publish numbers on actual wages paid to workers. On the other 

hand, departments and universities could create guidelines for the employment of crowd workers, 

as they did for other research including human subjects (Williamson, 2016). For instance, the 

approval of the Institutional Review Board could become mandatory which then could address 

other concerns beyond payment.  
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Online Appendix C: Hyperparameter Settings 
 

C.1 Settings for the ‘simple’ neural network 

 

Neural networks are a simple representation of the human brain. In these models, neurons are 

interconnected to other neurons creating a network. These neurons are located on layers and data 

moves through them mostly in only one direction. Our final neural network model consists of a 

first layer, a hidden layer, and an output layer. The model for each emotion will be trained for 25 

epochs. Furthermore, we set apart 10% of the 90% training data as validation data. The model 

sets apart this fraction of the training data, does not train on it, and evaluate the loss and any 

model metrics on this data at the end of each epoch. We used the binary cross-entropy function 

for the model and a 2-dimensional output layer with a softmax activation. The softmax activation 

function will return the probability that a sentence is associated with a specific emotion or not. 

We use one hidden layer consisting of different numbers of neurons. During hyperparameter 

tuning, we tested different numbers of neurons on the first layer (64, 128, 256), the number of 

neurons of the hidden layer (32, 64, 128), and the dropout rates on the different layers (0.2, 0.3, 

0.4). Dropout is a technique where randomly selected neurons are ignored during training 

(Srivastava et al., 2014). This means that their contribution to the activation of downstream 

neurons is temporally removed. This should help in preventing overfitting and in creating a 

network that is capable of better generalization. Below we present the best parameter setting for 

each emotion model. 

 

Anger: 128 neurons on the first layer, 64 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

Fear: 256 neurons on the first layer, 128 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

Disgust: 128 neurons on the first layer, 64 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

Sadness: 128 neurons on the first layer, 64 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

Joy: 64 neurons on the first layer, 32 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 
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Enthusiasm: 256 neurons on the first layer, 128 neurons on hidden layer; 40% drop-out rate; 

Adam optimizer 

Pride: 256 neurons on the first layer, 128 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

Hope: 64 neurons on the first layer, 32 neurons on hidden layer; 40% drop-out rate; Adam 

optimizer 

 

C.2 Settings for the Electra model 

 

The basis of our transformer-based model is the pre-trained German ELECTRA Base model 

provided by the German NLP Group3. To fine-tune this model for the emotion classification task, 

we used the Python library Transformers provided by Huggingface (Wolf et al., 2020). The 

hyperparameters are the following: we set the initial learning rate to 5e-5 with 250 warmup steps 

and a weight decay of 0.01. The batch size for training and evaluation was 32. We trained the 

model for four epochs and select the model with the lowest value of our custom loss function, 

which we defined in 3.3. Other hyperparameters were the default values of the Trainer class 

provided by the library. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

																																																								
3 https://huggingface.co/german-nlp-group/electra-base-german-uncased 
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Online Appendix D: Descriptives 
 

In Online Appendix D we rely on the randomly sampled dataset as it portrays a more realistic 

picture of emotionality in political communication and the correlations between different 

emotions. 

  

D.1: Level of emotionality 
 

Table D. 1: Number of emotional sentences as judged by human coders per emotion 

Emotion Number of occurrences 

Anger 4860 

Fear 1417 

Disgust 314 

Sadness 1233 

Joy 1204 

Enthusiasm 2909 

Pride 1673 

Hope 3000 
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Table D. 2: Number of emotional sentences as judged by human coders per emotion by text source 

 

 

 

 

 

 

 

 

 

 

 

D.2: Correlations 

 

Table D.3 to D.6 show the correlations between emotions as measured by the different tools and 

as judged by the human annotators. All in all, we believe there is enough discriminant validity 

between the different emotions. The machine learning approaches show in general lower 

correlations, i.e. they can discriminate better between the different emotions. This might be due 

to the overlap of vocabulary between different emotional categories in the ed8 dictionary. The 

table shows weak to moderate correlations for most negative emotions. The exception is the 

correlation between anger and fear. Here, we can see a stronger correlation than between other 

negative emotions. However, this is not particularly surprising as they are not expected to be 

orthogonal. Instead, empirical evidence shows that both emotions are highly correlated and often 

co-occur (G. Marcus et al., 2017; G. E. Marcus et al., 2006). The anger-fear correlation is also 

comparable to other findings in previous research (Alhuzali & Ananiadou, 2021) and reflects a 

similar correlation strength as measured in self-reports (Lerner & Keltner, 2001). 

In terms of positive emotions, most correlations are relatively weak, in particular between 

joy and enthusiasm. The only exception is the correlation between enthusiasm and hope. This is 

Emotion Facebook Parliamentary Speeches 

Anger 2464 2396 

Fear 720 697 

Disgust 182 132 

Sadness 600 633 

Joy 608 596 

Enthusiasm 1487 1422 

Pride 849 824 

Hope 1508 1492 
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also not surprising since both emotions are forward looking, prospective emotions that often link 

the presence to the future and thereby provide feedback for current activities (Brader & Marcus, 

2013; G. E. Marcus et al., 2000; G. E. Marcus & Mackuen, 1993). Prior research also often 

combined these emotions as they often co-occur (see e.g. Valentino et al., 2011).  
 

Table D. 3: Pearson correlation matrix of normalized emotional scores (as measured by the ed8 dictionary) 

 Anger Fear Disgust Sadness Joy Enthusiasm Pride Hope 
Anger 1,000        
Fear 0,504 1,000       

Disgust 0,351 0,342 1,000      
Sadness 0,394 0,487 0,326 1,000     

Joy -0,027 -0,047 -0,008 -0,031 1,000    
Enthusiasm 0,021 0,040 -0,032 -0,027 0,046 1,000   

Pride -0,022 -0,029 -0,030 -0,019 0,373 0,227 1,000  
Hope -0,044 -0,023 -0,026 -0,014 0,128 0,440 0,300 1,000 

 
 

Table D. 4: Pearson correlation matrix of normalized emotional scores (as measured by the word embedding 
approach) 

 Anger Fear Disgust Sadness Joy Enthusiasm Pride Hope 
Anger 1,000        
Fear 0,230 1,000       

Disgust 0,147 0,227 1,000      
Sadness 0,185 0,314 0,279 1,000     

Joy -0,179 -0,071 -0,038 -0,060 1,000    
Enthusiasm -0,222 -0,092 -0,055 -0,086 0,015 1,000   

Pride -0,212 -0,092 -0,051 -0,081 0,195 0,147 1,000  
Hope -0,264 -0,133 -0,084 -0,121 0,020 0,418 0,145 1,000 

 
 

Table D. 5: Pearson correlation matrix of normalized emotional scores (as measured by the transformer-based 
model) 

 Anger Fear Disgust Sadness Joy Enthusiasm Pride Hope 
Anger 1,000        
Fear 0,350 1,000       

Disgust 0,193 0,277 1,000      
Sadness 0,264 0,435 0,388 1,000     

Joy -0,279 -0,120 -0,058 -0,113 1,000    
Enthusiasm -0,336 -0,156 -0,086 -0,161 -0,080 1,000   

Pride -0,342 -0,148 -0,072 -0,132 0,501 0,201 1,000  
Hope -0,392 -0,202 -0,130 -0,242 -0,050 0,618 0,073 1,000 
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Table D. 6: Pearson correlation matrix of normalized emotional scores (as judged by human annotators) 

 Anger Fear Disgust Sadness Joy Enthusiasm Pride Hope 
Anger 1,000        
Fear 0,264 1,000       

Disgust 0,163 0,170 1,000      
Sadness 0,256 0,210 0,186 1,000     

Joy -0,263 -0,113 -0,062 -0,111 1,000    
Enthusiasm -0,296 -0,141 -0,098 -0,182 0,122 1,000   

Pride -0,325 -0,139 -0,076 -0,138 0,437 0,214 1,000  
Hope -0,318 -0,135 -0,099 -0,171 0,125 0,414 0,163 1,000 
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Online Appendix E: Replicating the main analysis with pre-trained word 

embeddings 
 

In order to obtain high-quality word-vector representations that can be successfully used for text 

analysis tasks, researchers are dependent on large text corpora. This, however, makes it a time-

consuming and cumbersome task to locally train word embeddings because one needs to collect 

large text datasets and invest time to compute models. Therefore, it is a convenient solution to 

rely on pre-trained word representations which are estimated from large text corpora such as 

news collections, Wikipedia or web crawl. 

 One of the first freely available collection of pre-trained word embeddings was ‘Polyglot’ 

(Al-Rfou’ et al., 2013), which offered distributed word representations for more than 100 

languages trained on corresponding datasets of Wikipedia articles. However, compared to more 

recent embeddings, these early-stage word embeddings included word representations with fewer 

dimensions. Polyglot represents each word in 64 dimensions. Mikolov and colleagues’ (2017) 

word embeddings trained on Wikipedia articles and web crawl include words represented in 300 

dimensions. Similarly, ‘wiki word vectors’ by Bojanowksi and colleagues (2017) represent each 

word in 300 dimensions as well. Furthermore, both of these word representations improved early 

embeddings by relying on a number of improvements, such as including subword information 

(Bojanowski et al., 2017; Mikolov et al., 2017), position dependent features (Mikolov et al., 

2017; Mnih & Kavukcuoglu, 2013) and using phrase representations (Bojanowski et al., 2017; 

Mikolov et al., 2013).  

 In the following exercise, we replicated the main analysis, which relies on locally trained 

word embeddings using German political communication, by combining the above described pre-

trained word embeddings with the neural network classifier. Then we retrained these classifiers 

using the same training and test datasets as in the main analysis.  The results of this exercise can 

be seen below in Table E1 to E3. 

The results indicate that the locally trained word embeddings clearly outperform the pre-

trained word representations from the ‘Polyglot’ collection (Al-Rfou’ et al., 2013). Each of the 

individual F1 scores for the locally trained word embeddings are higher compared to the Polyglot 

embeddings, with large differences for certain emotions (e.g. fear, disgust, enthusiasm). This 

finding clearly speaks for the superiority of locally trained representations. 

However, the comparison of the locally trained embeddings to the more recently released 

pre-trained embeddings is less clear-cut. The Bojanowski et al. embeddings achieve higher F1 
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scores for fear, disgust, and sadness compared to the locally trained embeddings and lower ones 

for anger, joy, enthusiasm, pride, and hope. However, the differences in F1 scores for the 

different emotions are relatively small, with for instance only 1-point difference for anger and 

sadness. Similar findings can be seen for the comparison between the Mikolov et al. embeddings 

and the locally trained word representations. The F1 scores for anger are equal, and the Mikolov 

et al. embeddings outperform the locally trained ones in disgust and sadness. For the other 

emotions, the locally trained embeddings achieve better performance, yet again, differences are 

not as striking as for the polyglot embeddings. This finding is further illustrated in the ROC 

curves in Online Appendix G, which illustrate the comparable performance of recent pre-trained 

word embeddings (Bojanowski et al., 2017; Mikolov et al., 2017) compared to locally trained 

embeddings.  
 

 

Table E. 1: Replicating the main analysis with pre-trained word embeddings combined with a neural network 
classifier (Polyglot) 

Emotions Actual Predicted Precision Recall F1 

Anger 508 520 0.69 0.71 0.70 

Fear 189 127 0.47 0.32 0.38 

Disgust 86 50 0.50 0.29 0.37 

Sadness 201 114 0.57 0.32 0.41 

Joy 143 73 0.59 0.30 0.40 

Enthusiasm 220 114 0.57 0.30 0.39 

Pride 158 85 0.53 0.28 0.37 

Hope 305 224 0.62 0.45 0.52 
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Table E. 2: Replicating the main analysis with pre-trained word embeddings combined with a neural network 
classifier (Bojanowski et al. 2017) 

Emotions Actual Predicted Precision Recall F1 

Anger 508 504 0.78 0.77 0.78 

Fear 189 197 0.57 0.59 0.58 

Disgust 86 97 0.55 0.62 0.58 

Sadness 201 138 0.66 0.45 0.54 

Joy 143 78 0.69 0.38 0.49 

Enthusiasm 220 235 0.53 0.57 0.55 

Pride 158 90 0.58 0.33 0.42 

Hope 305 274 0.65 0.59 0.62 

 
 

Table E. 3: Replicating the main analysis with pre-trained word embeddings combined with a neural network 
classifier (Mikolov et al. 2017) 

Emotions Actual Predicted Precision Recall F1 

Anger 508 495 0.80 0.78 0.79 

Fear 189 141 0.63 0.47 0.54 

Disgust 86 66 0.67 0.51 0.58 

Sadness 201 196 0.57 0.56 0.56 

Joy 143 104 0.60 0.43 0.50 

Enthusiasm 220 146 0.62 0.41 0.49 

Pride 158 100 0.57 0.36 0.44 

Hope 305 289 0.63 0.60 0.62 
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Online Appendix F: Replication of the main analysis with different machine 

learning algorithms 
 

To test the performance of different machine learning algorithms, we replicated the main analysis 

combining the locally trained word embeddings with different classifiers often used in statistical 

learning and the analysis of political text (Imai & Khanna, 2016; James et al., 2013; Muchlinski 

et al., 2016; Stewart & Zhukov, 2009). These algorithms include ‘random forest’, ‘lasso’, and 

‘naïve bayes’. As can be seen, the neural network classifier, used in the analysis in the main text, 

achieves the highest performance. The differences to the neural network classifier can be 

relatively small, as in the case of the Naïve Bayes algorithm, but sometimes also substantively 

large as in the case of the lasso classifier, which only achieves an F1 score of 0.09 for the 

classification of pride, for instance. 

 
 

Table F. 1: Replicating the main analysis by combining locally trained word embeddings with a Random Forrest 
classifier 

Emotions Actual Predicted Precision Recall F1 

Anger 508 496 0.79 0.77 0.78 
Fear 189 77 0.66 0.27 0.38 

Disgust 86 32 0.66 0.24 0.36 
Sadness 201 82 0.75 0.30 0.43 
Joy 143 57 0.70 0.28 0.40 
Enthusiasm 220 92 0.67 0.28 0.40 
Pride 158 38 0.55 0.13 0.21 

Hope 305 202 0.71 0.47 0.57 
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Table F. 2: Replicating the main analysis by combining locally trained word embeddings with a Lasso classifier 

Emotions Actual Predicted Precision Recall F1 

Anger 508 515 0.76 0.77 0.76 
Fear 189 82 0.61 0.26 0.37 

Disgust 86 24 0.58 0.16 0.25 
Sadness 201 87 0.64 0.28 0.39 
Joy 143 56 0.75 0.29 0.42 
Enthusiasm 220 107 0.64 0.31 0.42 
Pride 158 15 0.53 0.05 0.09 

Hope 305 211 0.64 0.45 0.53 

 
 

Table F. 3: Replicating the main analysis by combining locally trained word embeddings with a Naïve Bayes 
classifier 

Emotions Actual Predicted Precision Recall F1 

Anger 508 632 0.66 0.82 0.73 

Fear 189 436 0.32 0.74 0.45 

Disgust 86 310 0.21 0.74 0.32 

Sadness 201 409 0.36 0.74 0.49 

Joy 143 164 0.40 0.46 0.43 

Enthusiasm 220 336 0.44 0.67 0.53 

Pride 158 330 0.29 0.61 0.39 

Hope 305 427 0.53 0.74 0.62 
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Online Appendix G: ROC curves and confusion matrices for the main analysis 
 

G.1 Confusion matrices 
Table G. 1: Confusion Matrices for the ed8 Dictionary 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 434 275 

 

0 751 60 

1 48 233 1 96 83 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 638 65  0 631 111 

1 163 124  1 139 109 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 776 32  0 661 82 

1 128 54  1 171 76 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 622 83  0 544 143 

1 167 118  1 141 162 
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Table G. 2: Confusion Matrices for the Word Embeddings Approach 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 380 110 

 

0 818 80 

1 102 398 1 29 63 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 742 96  0 706 108 

1 59 93  1 64 112 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 877 46  0 773 94 

1 27 40  1 59 64 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 752 116  0 603 122 

1 37 85  1 82 183 
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Table G. 3: Confusion Matrices for the Transformer-based Approach (Electra) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 409 86 

 

0 810 58 

1 73 422 1 37 85 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 712 57  0 678 70 

1 89 132  1 92 150 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 869 32  0 773 66 

1 35 54  1 59 92 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 723 86  0 572 66 

1 66 115  1 113 239 
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G.2 ROC curves  

 

This section presents the ‘receiver operating characteristic’ (ROC) curves, showing how 

sensitivity (i.e., true positive rate) and specificity (i.e., true negative rate) of the predictions of the 

different machine learning approaches vary across cutoffs for the predicted probability. Overall, 

the ROC curve is a summary statistic about how well a binary classifier performs for the 

classification task. If the classifier predictions would be unrelated with the binary outcome, the 

expected ROC curve is simply the y=x line. This would be the worst possible performance of a 

classifier. In a situation where the classifier can perfectly predict the outcome variable, the ROC 

curve consists of a vertical line (x=0) and a horizontal line (y=1). All prediction models should 

lie somewhere in between these two extremes. Higher predictive power of a classifier is 

illustrated by a curve that is shifted more to the ‘north-west’ of the plot. 

The following plots are based on predictions for the test data (10 percent) from models 

fitted to the observations in the training data (90 percent). The graphs illustrate the performance 

for two of the three novel machine learning approaches: Word embeddings combined with a 

simple neural network and the transformer-based approach. For comparison, the graphs also 

include the performance of pre-trained word embeddings (Al-Rfou’ et al., 2013; Bojanowski et 

al., 2017; Mikolov et al., 2017) and the performance of the locally trained word embeddings 

combined with a Naïve Bayes classifier instead of a neural network.  

Overall, as can be seen, the graphs illustrate the superiority of the state-of-the-art 

transformer-based Electra models compared to all other approaches. In all plots, the green curve 

shows the largest “Area Under the Curve” (AUC) which illustrates that these models are the best 

in distinguishing between 0 and 1 (not emotional and emotional). For most emotions, the 

transformer-based models are followed by the locally trained word embeddings (black curve). 

Their performance, however, is in comparable range with advanced pre-trained word embeddings 

such as the word representations from Bojanowski and colleagues (red curve, 2017) or Mikolov 

and colleagues (blue curve, 2017). The worst performance is shown by the pink curve, 

representing the classification based on Polyglot word embeddings (Al-Rfou’ et al., 2013). 
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Figure G. 1: ROC curve for different classification models (anger) 

 
 

Figure G. 2: ROC curve for different classification models (fear) 
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Figure G. 3: ROC curve for different classification models (disgust) 

 
 

 
Figure G. 4: ROC curve for different classification models (sadness) 
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Figure G. 5: ROC curve for different classification models (joy) 

 
 

Figure G. 6: ROC curve for different classification models (enthusiasm) 
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Figure G. 7: ROC curve for different classification models (pride) 

 
 
Figure G. 8: ROC curve for different classification models (hope) 
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Online Appendix H: Parliamentary Speeches versus Facebook 
 

In this exercise, we compare the performance of the three different approaches for sentences from 

different sources (Facebook posts versus legislative speeches). As explained in the main text, 

there is reason to expect differences between different text types. Legislative speeches are 

regulated to a great extent (Proksch & Slapin, 2012), while social media circumvent any form of 

gate keepers. Past research shows that different types of political communication use different 

emotional language (Widmann, 2021). Therefore, it is reasonable to assume that social media 

data carries a higher level of emotionally charged language compared to legislative speeches. 

Indeed, a simple mean comparison reveals that sentences from Facebook contain in average 

higher amounts of emotional language compared to sentences from parliamentary speeches (see 

Online Appendix D). 

To compare the performance of all three approaches for the two data types, we separated 

the 10% test data by text source. This resulted in 505 sentences from Facebook and 485 

legislative sentences. Then we apply all three approaches to these sub-samples of the test data. 

Table H.1 shows the results for the different approaches by text type. Table H.2 presents the 

number of actual and predicted occurrences in an extra table. 

The results indicate that the Electra models outperform the other two approaches by far, 

also in this exercise. This is true for all emotions and for both text types. Furthermore, comparing 

differences between text sources, it becomes visible that the classification of Facebook sentences 

achieves higher F1 scores compared to the classification of legislative speeches. This difference 

is especially striking for the word embeddings and transformer-based approach. This is true for 

all three tools applied. This finding is in line with previous literature (e.g. Wang et al., 2012) 

emphasizing the need of high quality test data for machine learning classification.  
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Table H. 1: Precision, Recall, and F1 scores for the three different approaches by text source 

Emotions Precision Recall F1 Emotions Precision Recall F1 

ed8 Dictionary 

 Facebook  Parliament 
Anger 0.82 0.49 0.62 Anger 0.84 0.43 0.56 
Fear 0.48 0.68 0.56 Fear 0.38 0.63 0.47 

Disgust 0.37 0.63 0.47 Disgust 0.21 0.63 0.31 
Sadness 0.45 0.58 0.51 Sadness 0.37 0.60 0.45 
Joy 0.54 0.63 0.58 Joy 0.37 0.52 0.43 
Enthusiasm 0.47 0.51 0.49 Enthusiasm 0.40 0.48 0.43 

Pride 0.38 0.53 0.44 Pride 0.24 0.42 0.30 
Hope 0.58 0.56 0.57 Hope 0.48 0.49 0.49 

Word Embeddings Approach 

 Facebook  Parliament 
Anger 0.79 0.81 0.80 Anger 0.80 0.76 0.78 
Fear 0.60 0.54 0.57 Fear 0.64 0.43 0.51 
Disgust 0.67 0.51 0.58 Disgust 0.45 0.37 0.41 

Sadness 0.72 0.49 0.58 Sadness 0.65 0.34 0.45 
Joy 0.77 0.49 0.60 Joy 0.56 0.37 0.44 
Enthusiasm 0.65 0.56 0.60 Enthusiasm 0.60 0.43 0.50 

Pride 0.57 0.51 0.53 Pride 0.43 0.27 0.33 
Hope 0.75 0.60 0.67 Hope 0.63 0.60 0.61 

Transformer-based Approach 
 Facebook  Parliament 

Anger 0.84 0.83 0.84 Anger 0.87 0.83 0.85 
Fear 0.61 0.73 0.67 Fear 0.58 0.65 0.61 
Disgust 0.65 0.69 0.67 Disgust 0.50 0.48 0.49 

Sadness 0.68 0.67 0.68 Sadness 0.57 0.44 0.50 
Joy 0.70 0.63 0.66 Joy 0.69 0.55 0.61 
Enthusiasm 0.67 0.70 0.69 Enthusiasm 0.55 0.65 0.59 

Pride 0.68 0.58 0.63 Pride 0.53 0.58 0.56 
Hope 0.74 0.84 0.79 Hope 0.61 0.71 0.66 
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Table H. 2: Actual and Predicted numbers by approach and text source 

 Facebook Parliament 

Emotion Actual Predicted by Actual Predicted by 

  ed8 Word embeddings Electra  ed8 Word embeddings Electra 

Anger 252 151 257 250 256 130 243 245 
Fear 108 153 97 129 81 134 55 92 

Disgust 59 100 45 63 27 82 22 26 

Sadness 113 146 76 112 88 142 46 69 
Joy 83 94 53 74 60 83 39 48 

Enthusiasm 132 142 113 138 88 106 63 104 

Pride 91 128 81 78 67 119 42 73 
Hope 169 164 136 192 136 139 129 160 
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Online Appendix I: Dictionary results 
 

I.1: Confusion Matrices for the off-the-shelf dictionaries (test data) 
Table I. 1: Confusion Matrix NRC dictionary 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 468 449 

 

0 803 123 

1 14 59 1 44 20 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 740 153  0 Na Na 

1 61 36  1 Na Na 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 862 80  0 Na Na 

1 42 6  1 Na Na 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 710 164  0 Na Na 

1 79 37  1 Na Na 
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Table I. 2: Confusion Matrix LIWC dictionary 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 441 371 

 

0 Na Na 

1 41 137 1 Na Na 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 751 155  0 Na Na 

1 50 34  1 Na Na 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 Na Na  0 Na Na 

1 Na Na  1 Na Na 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 741 156  0 Na Na 

1 48 45  1 Na Na 
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I.2: Dictionary results for the complete test and training data (9898 sentences) 

 

The results presented in Tables I.3 to I.5 Show the performance of the three dictionaries applied 

to the full dataset (9898 sentences), as a split between training and test data is not necessary for 

dictionaries. As can be seen, the performance of the individual dictionaries remains similar.  
 

Table I. 3: ed8 Dictionary results for training and test data (9898 sentences) 

Emotions Actual Predicted Precision Recall F1 

Anger 4876 2944 0.77 0.47 0.58 

Fear 1985 2951 0.44 0.65 0.52 

Disgust 924 1926 0.32 0.66 0.43 

Sadness 2012 2860 0.45 0.63 0.53 

Joy 1527 1915 0.47 0.59 0.52 

Enthusiasm 2122 2487 0.45 0.53 0.49 

Pride 2393 1649 0.34 0.49 0.40 

Hope 3059 3072 0.54 0.55 0.55 

 
 

Table I. 4: LIWC Dictionary results for training and test data (9898 sentences) 

Emotions Actual Predicted Precision Recall F1 

Anger 4876 1701 0.72 0.25 0.37 

Fear 1985 773 0.41 0.16 0.23 

Sadness 2012 1039 0.47 0.24 0.32 
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Table I. 5: NRC Dictionary results for training and test data (9898 sentences) 

Emotions Actual Predicted Precision Recall F1 

Anger 4876 654 0.76 0.10 0.18 

Fear 1985 842 0.32 0.14 0.19 

Disgust 924 356 0.20 0.08 0.11 

Sadness 2012 1068 0.31 0.16 0.21 

Joy 1527 744 0.31 0.15 0.21 

 

 

 

I.3: Human judgement against different dictionaries. 

 

In this exercise, we make use of the continuous scale of the ed8 dictionary in order to see whether 

higher emotional dictionary scores also correlate with higher emotionality as judged by human 

coders. Human coders, however, had to make a binary decision (emotion associated or not). 

Therefore, we follow the approach of previous research that argues that inter-annotator 

agreement/disagreement can be used to determine emotional ambiguity (Andreevskaia & Bergler, 

2006; Rauh, 2018; Subasic & Huettner, 2001; Young & Soroka, 2012). The idea is that the more 

crowd-coders agree on their judgement, the ‘clearer’ the emotion is present in the respective 

sentence. Andreesvskaia and Bergler (2006) write that “inter-annotator agreement tends to fall as 

we proceed from the core of a fuzzy semantic category to its periphery. […] This suggests that 

inter-annotator disagreement rates can serve as an important source of empirical information 

about the structural properties of the semantic category” (p. 215). 

Thus, human judgment was classified as “clearly emotional” (e.g. clearly angry) when 

four or five coders coded the sentence as associated with the respective emotion. When two or 
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three coders agreed on one emotion, the human judgment was categorized as “emotional” 

(e.g. angry) and finally, when none or only one of the coders associated the sentence with the 

respective emotion the human code was categorized as “not/slightly emotional” (e.g. not/slightly 

angry). We would expect that the normalized emotional scores significantly increase from the 

lowest category (not/slightly emotional) to the highest (clearly emotional). 

 

Figure I. 1: Human judgment against different dictionaries (negative emotions) 

 

 

Figure I.1 plots the normalized emotional scores and their 95% confidence intervals for all 

negative emotions across three categories of human judgment, grouped by dictionary. Figure I.2 

shows the plots for all four positive emotions. As can be seen, the NRC EmoLex dictionary 

shows either no or only a slight increase across the different categories of human judgement. In 

contrast, the ed8 and the LIWC dictionary exhibit a clearly positive slope across the scale of 

human judgment. However, the ed8 shows the best performance which discriminates all 
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categories from “not/slightly” to “clearly emotional” in a statistically significant manner with 

comparably small confidence intervals. The LIWC dictionary shows greater uncertainty and does 

not discriminate significantly between “angry” and “clearly angry.” Overall, the novel ed8 

dictionary applied in this study outperforms widely used off-the-shelf dictionaries in several 

measures across all comparable emotions. This finding emphasizes the need for domain and 

language-specific dictionaries. 

 

Figure I. 2: Human judgment against different dictionaries (positive emotions) 
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Online Appendix J: Replicating the main analysis with randomly sampled 

crowd-coded sentences 
 

In this exercise we replicate the main analysis using a new dataset of crowd-coded sentences. 

This new dataset consisted again originally of 10,000 sentences which were selected from the 

same sample of documents described in Online Appendix B. To make sure that we do not again 

select the same sentences as in the first dataset, we first excluded the 10,000 sentences from the 

main analysis. Then we draw a random sample of 5000 sentences from legislative speeches and 

5000 sentences from political parties’ Facebook posts (same procedure as in the main analysis). 

This results in 10,000 randomly selected sentences from political communication. 

In order to receive human annotation of these sentences, we again used the same crowd-

working company called ‘Crowdguru’. A random half of the sentences (5000 sentences) were 

coded again by five individual crowd coders (as in the main analysis), the other half was coded 

by ten crowd coders each.  

The coding process followed the exact same procedure as described in Online Appendix B 

for the main analysis. Crowd workers were again presented with the same codebook. They also 

had to conduct a start quiz and their performance was constantly tracked throughout the coding 

process. In total, six crowd-workers did not pass the 80 percent threshold of correct answers in 

the start quiz and were therefore dismissed. 101 coders did pass and were therefore eligible to 

start the coding process. In total, 74 individual coders conducted the coding of the second set of 

10,000 sentences.  

After dismissing sentences that were coded by at least two or more coders as ‘uncodable’, 

9722 sentences remained. These sentences were then used to calculate precision, recall, and F1 

scores for the different approaches. The results of this exercise can be seen in Tables J.1 to J.7. 

As shown, for all different tools applied, a drop in the performance is noticeable. This drop can 

be presumably explained through lower levels of emotionality present in the random sample of 

sentences. Classification models can also ‘overfit’ on training data and perform very well on test 

data that is very similar, but poorly on test data that is somewhat different (which might be the 

case for the randomly sampled sentences). 

Nevertheless, the results indicate that the transformer-based model achieves still relatively 

good F1 scores for most emotions. The gap in F1 scores between the transformer-based approach 

and the two other tools (word embedding approach and the ed8 dictionary) also further increased. 

In the main analysis, the transformer-based model’s F1 scores were in average 18 points higher 
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per emotion than the ed8 dictionary’s scores. Based on the random sample, the Electra model 

now achieves in average 28.75 points higher F1 scores per emotion. For the word embeddings 

approach, the average difference in F1 scores per emotion increased from 9.13 to 18.75 in 

comparison to the transformer-based approach. This finding again exemplifies the strength of the 

Electra model.  

Finally, the performance of the off-the-shelf dictionaries also decreased. For the random 

sample, the highest F1 score of the NRC dictionary is 0.15 for sadness, the highest F1 score of 

the LIWC dictionary is 0.06. The lowest F1 score of the NRC dictionary is 0.07 for disgust, while 

the LIWC dictionary’s lowest F1 score is 0.001 for sadness. The finding stresses the differences 

in performance between customized tools and freely available dictionaries.  

Finally, we also replicated the analysis exchanging the locally trained word embeddings 

with pre-trained word embeddings which achieved comparable results in the main analysis 

(Bojanowski et al., 2017; Mikolov et al., 2017). The results show that also when applied to a 

random sample of political sentences, the pre-trained word embeddings combined with a neural 

network classifier achieve F1 scores in a comparable range as the locally trained embeddings. 

This is also illustrated in the ROC curves in Figures J.1 to J.8.  
 

Table J. 1: Precision, Recall, and F1 scores for the ed8 dictionary (random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 948 0.81 0.16 0.26 

Fear 1417 1070 0.41 0.31 0.35 

Disgust 314 420 0.21 0.28 0.24 

Sadness 1233 917 0.34 0.25 0.29 

Joy 1204 947 0.37 0.29 0.33 

Enthusiasm 2909 1134 0.54 0.21 0.30 

Pride 1673 870 0.35 0.18 0.24 

Hope 3000 1366 0.53 0.24 0.33 
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Table J. 2: Precision, Recall, and F1 scores for the word embedding approach (random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 4556 0.72 0.67 0.70 

Fear 1417 941 0.46 0.31 0.37 

Disgust 314 265 0.28 0.24 0.26 

Sadness 1233 798 0.41 0.27 0.33 

Joy 1204 548 0.51 0.23 0.32 

Enthusiasm 2909 1251 0.61 0.26 0.37 

Pride 1673 955 0.39 0.22 0.28 

Hope 3000 2200 0.60 0.44 0.51 

 
 

Table J. 3: Precision, Recall, and F1 scores for the Electra model (random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 4437 0.85 0.78 0.81 

Fear 1417 1197 0.59 0.50 0.54 

Disgust 314 309 0.39 0.39 0.39 

Sadness 1233 1104 0.52 0.47 0.49 

Joy 1204 903 0.65 0.49 0.56 

Enthusiasm 2909 1800 0.74 0.46 0.57 

Pride 1673 1318 0.69 0.55 0.61 

Hope 3000 3319 0.64 0.71 0.67 
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Table J. 4: Precision, Recall, and F1 scores for the LIWC dictionary (random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 687 0.75 0.11 0.19 

Fear 1417 415 0.44 0.13 0.20 

Sadness 1233 741 0.34 0.20 0.25 

 
 

Table J. 5: Precision, Recall, and F1 scores for the NRC dictionary (random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 378 0.73 0.06 0.11 

Fear 1417 561 0.23 0.09 0.13 

Disgust 314 201 0.09 0.06 0.07 

Sadness 1233 791 0.19 0.12 0.15 

Joy 1204 569 0.21 0.10 0.13 
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Table J. 6: Precision, Recall, and F1 scores for pre-trained word embeddings (Bojanowski et al. 2017, random 
sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 4925 0.68 0.69 0.69 

Fear 1417 1271 0.43 0.38 0.40 

Disgust 314 391 0.31 0.38 0.34 

Sadness 1233 761 0.46 0.28 0.35 

Joy 1204 507 0.50 0.21 0.29 

Enthusiasm 2909 1518 0.58 0.30 0.40 

Pride 1673 665 0.44 0.17 0.25 

Hope 3000 2312 0.57 0.44 0.49 

 
 

Table J. 7: Precision, Recall, and F1 scores for pre-trained word embeddings (Mikolov et al. 2017, random sample) 

Emotions Actual Predicted Precision Recall F1 

Anger 4860 4539 0.72 0.67 0.69 

Fear 1417 930 0.48 0.31 0.38 

Disgust 314 225 0.32 0.23 0.26 

Sadness 1233 1195 0.38 0.37 0.38 

Joy 1204 414 0.55 0.19 0.28 

Enthusiasm 2909 862 0.66 0.19 0.30 

Pride 1673 721 0.44 0.19 0.26 

Hope 3000 2139 0.60 0.43 0.50 
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Table J. 8: Confusion Matrix for the ed8 dictionary (random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 4679 4095 

 

0 7924 851 

1 183 765 1 594 353 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7671 981  0 6292 2296 

1 634 436  1 521 613 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9076 226  0 7480 1372 

1 332 88  1 569 301 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 7881 924  0 6083 2273 

1 608 309  1 639 727 
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Table J. 9: Confusion Matrix for the word embedding approach (random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 3583 1583 

 

0 8252 922 

1 1279 3277 1 266 282 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7797 984  0 6326 2145 

1 508 433  1 487 764 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9217 240  0 7467 1300 

1 191 74  1 582 373 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 8022 902  0 5843 1679 

1 467 331  1 879 1321 
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Table J. 10: Confusion Matrix for the Electra model (random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 4206 1079 

 

0 8203 616 

1 656 3781 1 315 588 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7810 715  0 6346 1576 

1 495 702  1 467 1333 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9221 192  0 7644 760 

1 187 122  1 405 913 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 7959 659  0 5525 878 

1 530 574  1 1197 2122 

 

 

 



50 
 

 

Table J. 11: Confusion Matrix for the NRC dictionary (random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 4761 4583 

 

0 8068 1085 

1 101 277 1 450 119 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7874 1287  0 Na Na 

1 431 130  1 Na Na 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9226 295  0 Na Na 

1 182 19  1 Na Na 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 7846 1085  0 Na Na 

1 643 148  1 Na Na 
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Table J. 12: Confusion Matrix for the LIWC dictionary (random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 4692 4343 

 

0 Na Na 

1 170 517 1 Na Na 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 8074 1233  0 Na Na 

1 231 184  1 Na Na 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 Na Na  0 Na Na 

1 Na Na  1 Na Na 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 7997 984  0 Na Na 

1 492 249  1 Na Na 
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Table J. 13: Confusion Matrix for pre-trained word embeddings (Bojanowski et al. 2017, random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 3302 1495 

 

0 8263 952 

1 1560 3365 1 255 252 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7575 876  0 6182 2022 

1 730 541  1 631 887 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9137 194  0 7676 1381 

1 271 120  1 373 292 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 8076 885  0 5718 1692 

1 413 348  1 1004 1308 
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Table J. 14: Confusion Matrix for pre-trained word embeddings (Mikolov et al. 2017, random sample) 

  True   True 

  Anger 0 1   Joy 0 1 

Pr
ed

ic
te

d 

0 3577 1606 

 

0 8332 976 

1 1285 3254 1 186 228 

  Fear 0 1  
 

Enthusiasm 
0 1 

Pr
ed

ic
te

d 0 7820 972  0 6518 2342 

1 485 445  1 295 567 

        

  Disgust 0 1   Pride 0 1 

Pr
ed

ic
te

d 0 9254 243  0 7644 1357 

1 154 71  1 405 316 

        

  Sadness 0 1   Hope 0 1 

Pr
ed

ic
te

d 0 7754 773  0 5867 1716 

1 735 460  1 855 1284 
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Figure J. 1: ROC curve for different classification models (anger) 

 
 

Figure J. 2: ROC curve for different classification models (fear) 
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Figure J. 3: ROC curve for different classification models (disgust) 

 
 
Figure J. 4: ROC curve for different classification models (sadness) 
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Figure J. 5: ROC curve for different classification models (joy) 

 
 
Figure J. 6: ROC curve for different classification models (enthusiasm) 
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Figure J. 7: ROC curve for different classification models (pride) 

 
 
Figure J. 8: ROC curve for different classification models (hope) 
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Online Appendix K: Bootstrapping exercise 
 

In this exercise we take the 5000 sentences from the second crowd-coded dataset which have 

been coded by 10 individuals each. Then we draw on random subsamples from these 5000 

sentences to estimate F1 scores as a function of crowd coders per sentence. We do so by 

bootstrapping 1000 sets of subsamples with replacement for each n ranging from n = 1 to n = 10 

coders per sentence. To be precise, we randomly select n judgements from the overall 10 

judgements per sentence. Then we turn these randomly selected judgements again into a binary 

variable (as in the main analysis, a sentence is coded as emotional as long as one human 

judgement coded it as such). Subsequently, we calculate the F1 score for each tool. We replicate 

this process 1,000 times for each n.  

The results are displayed below in Figure K.1 and K.2. As one would assume, the F1 

scores increase with increasing number of coders. The slopes are relatively steep in the beginning 

as the judgements per sentence increase from 1 to 2, from 2 to 3, and from 3 to 4. However, the 

slopes flatten with increasing numbers of coders, and even turns negative at some point for some 

emotions (joy and enthusiasm).  This makes sense since the F1 score is calculated based on 

precision and recall. With increasing numbers of coders, the precision scores of the different 

approaches increase (see Tables K.1 to K.8) because the increasing number of data points help 

the models to better distinguish between the classes. This confirms the validity of the crowd-

sourcing approach, which is in line with previous studies (e.g. Benoit et al., 2016). Yet, at the 

same time the recall values decrease because more coders mean more sentences judged as 

emotional. If there are too many judgements per sentences, it will automatically increase the 

amount of ‘true emotional sentences’ which then results in a decreasing recall value. This means 

the model’s ability to detect the ‘more valid’ emotions decreases. Hence, if we would increase the 

number of coders even more beyond 10 one should expect that the curves begin to drop again (as 

they already do for joy and enthusiasm). Therefore, 5 judgements per sentence might be 

appropriate choice especially since in average we reach already 92.8 percent of the F1 scores we 

achieve when we obtain 10 judgements per sentence (based on the Electra model). Additionally, 

5 judgements provide a decent trade-off between precision and recall. A low recall impairs the 

external validity because a model would detect only a limited number of the relevant items. From 

a cost-benefit and a precision-recall perspective, we thus argue that 5 judgements per sentence 

should be sufficient.  
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Figure K. 1: F1 scores as a function of the number of coders by different approach (negative emotions) 

 
 
Figure K. 2: F1 scores as a function of the number of coders by different approach (positive emotions) 
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Table K. 1: Precision, Recall, and F1 score by the number of coders per sentence (anger) 

Anger Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,40 0,20 0,26 0,32 0,74 0,44 0,39 0,87 0,54 

2 0,55 0,19 0,28 0,46 0,72 0,56 0,57 0,85 0,68 

3 0,63 0,18 0,28 0,54 0,71 0,61 0,66 0,83 0,74 

4 0,68 0,17 0,28 0,59 0,70 0,64 0,72 0,82 0,77 

5 0,71 0,17 0,27 0,63 0,69 0,66 0,76 0,81 0,79 

6 0,73 0,17 0,27 0,66 0,69 0,67 0,79 0,80 0,80 

7 0,75 0,16 0,27 0,68 0,69 0,68 0,81 0,79 0,80 

8 0,76 0,16 0,27 0,69 0,68 0,69 0,83 0,79 0,81 

9 0,77 0,16 0,27 0,70 0,68 0,69 0,84 0,78 0,81 

10 0,78 0,16 0,27 0,71 0,68 0,69 0,86 0,78 0,81 

 

 

Table K. 2: Precision, Recall, and F1 score by the number of coders per sentence (fear) 

Fear Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,12 0,40 0,18 0,12 0,35 0,18 0,16 0,59 0,25 

2 0,19 0,38 0,25 0,20 0,34 0,25 0,26 0,57 0,36 

3 0,24 0,37 0,29 0,25 0,33 0,29 0,34 0,56 0,42 

4 0,28 0,36 0,31 0,29 0,33 0,31 0,39 0,55 0,46 

5 0,31 0,35 0,33 0,33 0,32 0,32 0,43 0,54 0,48 

6 0,34 0,34 0,34 0,35 0,32 0,33 0,47 0,53 0,50 

7 0,35 0,34 0,35 0,37 0,31 0,34 0,50 0,52 0,51 

8 0,37 0,33 0,35 0,39 0,31 0,35 0,52 0,51 0,52 

9 0,38 0,33 0,35 0,41 0,31 0,35 0,54 0,51 0,52 

10 0,41 0,33 0,37 0,42 0,31 0,36 0,56 0,50 0,53 
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Table K. 3: Precision, Recall, and F1 score by the number of coders per sentence (disgust) 

Disgust Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,06 0,37 0,10 0,08 0,32 0,13 0,13 0,54 0,21 

2 0,09 0,34 0,14 0,13 0,29 0,18 0,19 0,49 0,27 

3 0,11 0,32 0,16 0,16 0,28 0,20 0,24 0,46 0,31 

4 0,13 0,30 0,18 0,18 0,27 0,22 0,28 0,44 0,34 

5 0,14 0,29 0,19 0,21 0,26 0,23 0,31 0,43 0,36 

6 0,15 0,29 0,20 0,22 0,26 0,24 0,33 0,42 0,37 

7 0,16 0,28 0,21 0,24 0,26 0,25 0,35 0,41 0,38 

8 0,17 0,28 0,21 0,26 0,25 0,25 0,37 0,41 0,39 

9 0,18 0,27 0,22 0,27 0,25 0,26 0,39 0,40 0,39 

10 0,18 0,27 0,22 0,28 0,25 0,26 0,40 0,40 0,40 

 
 

Table K. 4: Precision, Recall, and F1 score by the number of coders per sentence (sadness) 

Sadness Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,10 0,32 0,15 0,13 0,34 0,19 0,16 0,62 0,26 

2 0,16 0,30 0,21 0,21 0,32 0,25 0,25 0,58 0,35 

3 0,20 0,29 0,24 0,26 0,30 0,28 0,32 0,55 0,40 

4 0,23 0,29 0,25 0,30 0,29 0,29 0,36 0,53 0,43 

5 0,25 0,28 0,26 0,32 0,28 0,30 0,39 0,51 0,45 

6 0,27 0,27 0,27 0,35 0,28 0,31 0,42 0,50 0,46 

7 0,29 0,27 0,28 0,37 0,27 0,31 0,44 0,49 0,47 

8 0,30 0,27 0,28 0,38 0,27 0,31 0,46 0,48 0,47 

9 0,31 0,26 0,29 0,39 0,26 0,32 0,48 0,48 0,48 

10 0,32 0,26 0,29 0,41 0,26 0,32 0,49 0,47 0,48 
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Table K. 5: Precision, Recall, and F1 score by the number of coders per sentence (joy) 

Joy Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,17 0,46 0,25 0,24 0,39 0,30 0,24 0,68 0,36 

2 0,24 0,41 0,30 0,34 0,35 0,34 0,37 0,63 0,46 

3 0,28 0,38 0,32 0,40 0,32 0,35 0,44 0,60 0,51 

4 0,31 0,36 0,33 0,44 0,30 0,35 0,50 0,58 0,54 

5 0,33 0,34 0,34 0,46 0,28 0,35 0,54 0,56 0,55 

6 0,34 0,33 0,34 0,48 0,27 0,35 0,57 0,55 0,56 

7 0,36 0,32 0,34 0,49 0,26 0,34 0,59 0,54 0,56 

8 0,37 0,31 0,34 0,51 0,25 0,34 0,61 0,53 0,57 

9 0,37 0,30 0,33 0,52 0,25 0,34 0,63 0,52 0,57 

10 0,38 0,30 0,33 0,52 0,24 0,33 0,64 0,52 0,57 

 

 
 

Table K. 6: Precision, Recall, and F1 score by the number of coders per sentence (enthusiasm) 

Enthusiasm Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number of 

coders ed8 Dictionary Word Embeddings Electra 

1 0,15 0,27 0,19 0,19 0,35 0,24 0,23 0,61 0,33 

2 0,25 0,26 0,25 0,30 0,33 0,32 0,37 0,59 0,45 

3 0,32 0,25 0,28 0,38 0,32 0,35 0,47 0,57 0,51 

4 0,37 0,24 0,29 0,44 0,31 0,36 0,54 0,55 0,54 

5 0,40 0,24 0,30 0,49 0,30 0,37 0,59 0,54 0,56 

6 0,43 0,24 0,31 0,52 0,30 0,38 0,63 0,53 0,58 

7 0,46 0,23 0,31 0,55 0,29 0,38 0,67 0,52 0,58 

8 0,48 0,23 0,31 0,57 0,29 0,38 0,69 0,51 0,59 

9 0,50 0,23 0,31 0,59 0,28 0,38 0,71 0,50 0,59 

10 0,51 0,23 0,31 0,60 0,28 0,38 0,73 0,50 0,59 
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Table K. 7: Precision, Recall, and F1 score by the number of coders per sentence (pride) 

Pride Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,12 0,25 0,16 0,13 0,28 0,18 0,23 0,68 0,34 

2 0,18 0,23 0,20 0,21 0,27 0,23 0,36 0,66 0,46 

3 0,23 0,22 0,22 0,26 0,27 0,26 0,45 0,64 0,52 

4 0,26 0,21 0,23 0,29 0,26 0,27 0,51 0,62 0,56 

5 0,28 0,21 0,24 0,32 0,25 0,28 0,55 0,61 0,58 

6 0,29 0,20 0,24 0,34 0,25 0,29 0,59 0,60 0,59 

7 0,31 0,20 0,24 0,36 0,25 0,29 0,62 0,59 0,60 

8 0,32 0,20 0,24 0,37 0,24 0,29 0,64 0,58 0,61 

9 0,33 0,19 0,24 0,38 0,24 0,29 0,66 0,57 0,61 

10 0,33 0,19 0,24 0,39 0,24 0,30 0,67 0,56 0,61 

 

 
 

Table K. 8: Precision, Recall, and F1 score by the number of coders per sentence (hope) 

Hope Precision Recall F1 scores Precision Recall F1 scores Precision Recall F1 scores 
Number 

of 
coders 

ed8 Dictionary Word Embeddings Electra 

1 0,14 0,29 0,19 0,16 0,50 0,24 0,16 0,78 0,27 

2 0,24 0,28 0,25 0,27 0,48 0,34 0,28 0,77 0,41 

3 0,30 0,27 0,28 0,34 0,48 0,40 0,36 0,76 0,49 

4 0,35 0,26 0,30 0,40 0,47 0,43 0,42 0,75 0,54 

5 0,39 0,26 0,31 0,45 0,46 0,46 0,47 0,75 0,58 

6 0,42 0,26 0,32 0,49 0,46 0,47 0,51 0,74 0,61 

7 0,45 0,26 0,32 0,52 0,45 0,48 0,55 0,74 0,63 

8 0,47 0,25 0,33 0,54 0,45 0,49 0,57 0,73 0,64 

9 0,49 0,25 0,33 0,56 0,45 0,50 0,60 0,73 0,66 

10 0,50 0,25 0,33 0,58 0,44 0,50 0,62 0,73 0,67 
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Online Appendix L: Comparing normalized emotional scores with and 

without stop words 
 

In this exercise, we test whether the exclusion of stop words from the calculation of the 

normalized emotional scores of the ed8 dictionary does bias our results. Excluding stop words 

could overestimate the relevance of emotion words compared to the proportion of all words. This 

means that the ed8 dictionary could potentially signal strong emotional language which is not 

necessarily perceived by humans as such. However, since the exclusion of stop words can only 

influence the continuous emotional score (proportion of emotional words per sentence) and not 

the binary variable which we use to calculate the F1 scores in the main analysis, we only replicate 

the comparison of the continuous scale to human judgement.  

 The results of this exercise can be seen in the figures below. If the exclusion of stop words 

would have introduced a significant bias, one could expect that the two lines in Figure L.1 and 

L.2 would not be parallel. Overestimating emotion words could lead to high dictionary scores 

even though human coders would not perceive these sentences as overly emotional. Hence, the 

blue line should not be able to discriminate significantly between the different categories but 

instead be closer to a horizontal line or even exhibit a negative slope. 
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Figure L. 1: Human judgment against different emotional scores (negative emotions) 

 
 
Figure L. 2: Figure K. 4: Human judgment against different emotional scores (positive emotions) 
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Moreover, an additional analysis shows that there is no strong correlation between stop words 

and specific emotions (as judged by the crowd coders). 
 

Table L. 1: Pearson correlation between stop words and emotions 

 
Stop 

words 
Anger Fear Disgust Sadness Joy Enthusiasm Pride Hope 

Stop words 1,000         

Anger 0,078 1,000        

Fear 0,024 0,286 1,000       

Disgust 0,009 0,253 0,232 1,000      

Sadness 0,030 0,281 0,299 0,321 1,000     

Joy -0,013 -0,322 -0,182 -0,123 -0,182 1,000    

Enthusiasm -0,012 -0,328 -0,177 -0,143 -0,204 0,069 1,000   

Pride 0,019 -0,328 -0,196 -0,132 -0,178 0,362 0,264 1,000  

Hope 0,022 -0,375 -0,215 -0,188 -0,231 0,096 0,434 0,200 1,000 
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Online Appendix M: Application Example: Analyzing party press releases 

from Germany 
 

To increase the external validity of the tools created in this study, we conduct a short case study 

including two sets of hypotheses. We test these hypotheses relying on the transformer-based 

Electra model which we chose due to the highest performance in measuring discrete emotional 

appeals. We apply the model to a large dataset of press releases from six political parties in 

Germany. In total, the case study analyzes 12,580 press releases  

 Firstly, we aim at analyzing how different party groups (government, opposition, and 

radical parties) use emotions differently. Secondly, we aim at analyzing which specific emotions 

parties appeal to during election campaigns, in comparison to routine times. If it is indeed true 

that parties appeal to emotions strategically, as recent literature suggests (Crabtree et al., 2020; 

Kosmidis et al., 2019), our newly created and validated tools should be able to capture subtle 

differences between party groups and between routine and campaign periods. 

 The German party system consists momentarily of six major parties represented in the 

national parliament. The social democrats (SPD) and the Christian democrats (CDU/CSU) 

currently form the government coalition. Mainstream opposition parties are the Green Party and 

the liberals (FDP). The Left (Die Linke) and the ‘Alternative for Germany’ (AfD) are considered 

to be radical populist parties (see Rooduijn et al., 2019). Furthermore, the last German national 

elections took place on September 24, 2017. The research period includes press releases from the 

beginning of 2016 until the end of 2018.  

The typical communication strategies of government, opposition, and radical parties 

should produce systematic differences in the usage of emotional appeals which we can use to 

strengthen the external validity of our tools. The same is to be expected about differences 

between routine and campaign periods. We therefore put forward the following hypotheses. 

 

M.1 Hypotheses 

 

The first two hypotheses concern differences in emotional appeals between party groups. A major 

task of opposition parties is to criticize the government’s policies and work. This criticism is 

often particularly harsh from radical parties on the fringes of the political spectrum. These parties 

aim at attacking the competence of mainstream competitors, such as government actors, by 

bringing up new divisive issues and using anti-establishment rhetoric (De Vries & Hobolt, 2020). 
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This rhetoric often aims at portraying the elites and the political establishment as corrupt and 

morally bankrupt. Populist radical parties in particular have been found to make use of such 

communication strategies in order to attack and blame the elites and other groups for the 

grievances of society (Mudde, 2004). Prior research found that they often rely on negative 

emotional appeals to do so (Hameleers et al., 2016). It is therefore reasonable to expect that they 

use higher levels of negative emotional appeals in their communication. 

Mainstream actors in the center of the political spectrum, on the other hand, should be 

interested in framing the state of the political world in positive terms by emphasizing the 

achievements of the political establishment. We therefore expect mainstream parties to be more 

positive and less negative than radical parties. This should be true for both mainstream opposition 

and government parties. After all, all mainstream parties routinely switch from government to 

opposition and are therefore considered to be in a winning position (Hobolt & de Vries, 2015). 

However, we still expect differences between mainstream opposition and incumbent parties. This 

is due to the fact that opposition parties need to distinguish themselves from government parties 

in order to gain electoral benefits. In order to emphasize differences between themselves and the 

political opponents, parties can use emotional language (Kosmidis et al., 2019). Mainstream 

opposition parties are therefore expected to be in the middle ground: less negative than radical 

parties but more negative than incumbents. The same is expected for positive emotions: 

mainstream opposition parties should be less positive than government parties but more positive 

than radical challengers on the fringes of the political spectrum. 

Finally, government parties have the most incentives to use positive emotional appeals. 

This is based on the idea that individuals reward the incumbent party when they perceive the 

current situation as good. Parties should therefore try to shape those perceptions through their 

political communication (Crabtree et al., 2020). Parties could do this for example by using 

retrospective positive emotions, such as pride or joy, which portrays their past achievements in 

positive terms. They could also create a more positive outlook for the future, relying on 

prospective positive emotions such as enthusiasm and hope, in order to connect their past 

achievements with the future to come. These strategies can be successful in increasing voter 

support for government as research shows that emotions can influence the way citizens’ process 

information (Utych, 2018) and judge incumbents (Healy et al., 2010). Government parties, who 

are perceived as responsible for the state of affairs, are therefore expected to use the highest level 

of positive emotions and the lowest level of negative emotions.  
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H1a: Government parties should exhibit the highest level of positive emotional appeals, followed 

by mainstream opposition parties. Radical parties show the lowest level of positive emotional 

appeals.  

 

H1b: Government parties show the lowest level of negative emotional appeals, followed by 

mainstream opposition parties. Radical parties show the highest level of positive emotional 

appeals.  

 

The first set of hypotheses expect mainly differences in valence (positive versus negative) 

between party groups. However, our tools should also be able to investigate change in appeals to 

distinct emotions. The next set of hypotheses therefore concerns electoral campaigns. How do 

political parties change their communication when elections approach?  

In the main text, we based our study on existing literature that shows that emotions and 

emotional content of messages matter for citizens’ attitudes and behavior  (Brader, 2005, 2006; 

Druckman & McDermott, 2008; G. E. Marcus et al., 2000; Utych, 2018; Valentino et al., 2009; 

Vasilopoulos, Marcus, & Foucault, 2018; Vasilopoulos, Marcus, Valentino, et al., 2018). 

Furthermore, this literature shows discrete emotions matter, because different emotions can carry 

diverging political consequences. If parties therefore are strategic about the usage of emotional 

appeals in their communication, we expect them to appeal to specific emotions that benefit them 

electorally. This should especially true for campaign periods where parties try to mobilize as 

much support as possible.  

Research in political psychology has found that two emotions are particularly important 

for the mobilization of support in elections: enthusiasm and hope. Hope with respect to a 

candidate can be a crucial factor in voting preferences and can increase the consumption of 

campaign communication (Just et al., 2007). It is especially influential during elections as it links 

the individual’s goals for the future with the democratic process (Kinder, 1994). Enthusiasm, on 

the other hand, has been found numerous times to increase political participation and the chance 

of turning out to vote (Brader, 2005, 2006; G. E. Marcus & Mackuen, 1993; Valentino et al., 

2011). We therefore expect that parties make use of these two emotions during campaigns in 

order to increase electoral support in the final weeks before the election.  

Turning to negative emotions, literature in political communication has found solid 

evidence for a so-called “electoral backlash” caused by negative campaigning (Fridkin & 

Kenney, 2011; Gerstlé & Nai, 2019; Jasperson & Fan, 2002; Lau & Pomper, 2004). The idea of a 
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backlash is that citizens start to perceive politicians in a negative light if they make too much use 

of negative advertising or if they attack their opponents in an unfair and uncivil manner. Backlash 

would entail that citizens then become more likely to vote against that candidate and thereby 

punish negative campaigning. Yet, a large strand of literature shows that the effects are 

dependent on a number of factors. 

Research shows that backlash effects depend significantly on the personalities of the 

recipients (Nai & Maier, 2020). For instance, individuals high in conflict avoidance show more 

negative evaluations of the sponsor compared to recipients low in conflict avoidance. Another 

factor influencing backlash effects is the partisanship of individuals (Haselmayer et al., 2020; 

Muddiman, 2017), whereas the negative messages of politicians from one’s own party are 

perceived as less negative or uncivil compared to negative messages from the opposite camp. 

Backlash effects can also be influenced by the strength of civility/incivility (Mutz & Reeves, 

2005), by the incumbency status of the sponsor (Fridkin & Kenney, 2011), and the focus of the 

attacks (trait or person-based) (Carraro et al., 2010). While all these studies hint towards negative 

consequences of negative campaigning for the sponsor, studies also show that strong, uncivil 

personal attacks can result in positive consequences in terms of electoral support (Gerstlé & Nai, 

2019) or political engagement of the public (Brooks & Geer, 2007).   

We, nevertheless, expect that parties decrease negative emotional appeals during the 

campaign period. We base this expectation on studies that show that negative campaigning is a 

strategy more often used by ‘rank-and-file politicians’ and party backbenchers (Dolezal et al., 

2017; Haselmayer et al., 2019). Party leaders or high party officials, on the other hand, use 

negative campaigning less which can be explained by several reasons. Firstly, high ranking 

officials are the most visible party representatives and can, in case of a public backlash, cause 

more damage to the party than party backbenchers (Dolezal et al., 2017). Parties therefore often 

implement a ‘division of labor’ where lower-ranked politicians lead the attacks against 

opponents. Furthermore, assuming that parties aim for high levels of media attention, higher 

party officials already have more newsworthiness (due to their higher position) compared to rank-

and-file politicians and hence do not need to create more newsworthiness through negative 

campaigning (Haselmayer et al., 2019).   

Since we are analyzing press releases (see discussion of press releases below) from 

official party websites, we expect that party strategists within these parties try to minimize 

negativity during election periods in these text documents. We therefore expect lower levels of 

negative emotions during election campaigns in comparison to routine times. However, it is 
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important to note that these expectations are specifically tailored towards the data and 

communication channel at hand. If researchers would be analyzing, for instance, social media 

data from party backbenches, the expectations might look differently.   

 

H2a: Parties should during election campaigns increase appeals to discrete emotions that are 

mobilizing and that increase electoral support (enthusiasm and hope). 

 

H2b: Parties should during election campaigns decrease appeals to negative emotions in order 

to avoid electoral backlash. 

 

M.2 Data & Analysis 

 

To collect press releases, we scraped the official websites of the political parties and the websites 

of the parties’ parliamentary groups. Press releases constitute an ideal format to investigate the 

strategic usage of emotional language by political parties. Firstly, unlike party manifestos, press 

releases are released often on a daily basis and not only in election years. This enables us to 

compare routine and campaign periods. Moreover, there are no formal constraints imposed upon 

a press release's content or style (Grimmer, 2010). Parties can therefore use press releases to 

attack opponents or mobilize their supporters using highly emotional language. Furthermore, 

unlike parliamentary speeches, press releases are not constrained by the legislative agendas 

(Klüver & Sagarzazu, 2016). Parties can independently choose the topics they want to 

communicate to the voters. However, first and foremost, the purpose of press releases is to attract 

media attention. In general, journalists routinely rely on press releases as they provide free and 

easily usable information for the media (Shoemaker & Reese, 2013). For politicians, news media 

represent important communication channels, as they still represent one of the most important 

sources of information for voters during elections (Meyer et al., 2020; Strömbäck & Van Aelst, 

2013). And studies show that they politicians benefit electorally from increased media attention 

(Gerstlé & Nai, 2019; Schaffner, 2006).  

Politicians should therefore have an interest in increasing the number of messages that are 

being covered by news media, which might impose certain rules to the successful usage of press 

releases. Yet, factors that influence which messages make it into the news are multifaceted and 

research points into different directions. Studies found, for instance, that the status level of the 

politician (Flowers et al., 2003) as well as the content or topic of press releases (Meyer et al., 
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2020) matter for media attention. Moreover, a study from Austria shows a partisan bias: 

newspapers are more likely to cover press releases from parties their readers favor (Haselmayer 

et al., 2017). In terms of negativity/positivity, some studies show how negative campaigning can 

increase media attention (e.g. Haselmayer et al., 2019). Yet, a study on campaigning worldwide 

reveals that more positive campaigning and appeals to specific positive emotions (enthusiasm) 

increase media coverage (Gerstlé & Nai, 2019), even though “nasty” personal attacks can still 

arouse media attention. 

To sum up, we believe that press releases are an ideal medium for studying strategic 

emotional communication. As the research outlined above shows, politicians and parties should 

be strategic about the framing of their messages since the content and the tone of press releases 

can matter for media attention and electoral results.  

As mentioned above, we collected all press releases from six German parties between 

January 1, 2016 and December 31, 2018. We consider campaign communication as press releases 

that have been released within three months prior to the elections on September 24, 2017. After 

data collection we split the press releases into sentences since the Electra model has been trained 

on the sentence level.  

 

M.3 Findings 

 

Figure M.1 and M.2 graphically display the results concerning the first set of hypotheses. We 

expected radical parties to show the highest level of negative emotions in their press releases. 

Conversely, we expected government parties to show the highest level of positive emotional 

language in their press release. Mainstream opposition parties are expected to be in the middle 

ground. 

 Figure M.1 shows the differences between party groups for negative emotions. The plot 

provides a first indication that our hypotheses are correct. As shown, radical parties on the fringes 

of the political spectrum in Germany show significantly higher levels of negative emotional 

appeals in their press releases compared to mainstream parties. Among negative emotions, anger 

is the emotion that radical parties appeal the most to, followed by fear. This is in line with 

literature showing the importance of these two emotions for populist radical parties (Rico et al., 

2017; Vasilopoulos, Marcus, Valentino, et al., 2018). As expected, mainstream parties show 

significantly lower levels of negative emotional appeals. Government parties show the lowest 

level of anger and fear, whereas opposition parties lie in between radicals and incumbents for 
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these emotions. However, different than expected opposition and government parties show 

similar levels of disgust and sadness. This finding might be explained due to the fact that 

mainstream parties routinely switch from government to opposition (De Vries & Hobolt, 2020) 

and therefore refrain from framing the political system overly negative (for example by using 

harsh disgust related language).  

 Figure M.2 shows the same results for positive emotions. As can be seen, our hypotheses 

are fully confirmed. Government parties show by far the highest level of positive emotions, with 

the highest salience of hope related language. Government parties are followed by mainstream 

opposition parties, that use significantly less positive emotional appeals in their press releases. 

Lastly, radical parties show the lowest level of positive emotions in their political 

communication.  

Drawing on the effects of discrete emotions, we expected in our second set of hypotheses 

that political parties appeal to specific positive emotions in the campaign communication. On the 

other hand, we expected political parties to decrease negative emotional appeals in their 

communication in order to avoid a electoral backlash. Figure M.3 and M.4 present the results of 

this analysis. As can be seen, our hypotheses are largely met. Political parties decrease negative 

emotional appeals in the press releases during a campaign period (with the exception of anger 

which does not reach statistical significance). On the other hand, as expected, parties appeal 

strategically to enthusiasm and hope, and not to other positive emotions, in order to increase their 

electoral support.  
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Figure M. 1: Emotions (ELECTRA) by party group (negative emotions) 

 
 

 
Figure M. 2: Emotions (ELECTRA) by party group (positive emotions) 
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Figure M. 3: Effect of campaign period on emotional appeals (negative emotions) 

 
 

Figure M. 4: Effect of campaign period on emotional appeals (positive emotions) 
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