Appendix for “Using Word Order in Political Text Clas-
sification with Long Short-term Memory Models”

by Charles Chang and Michael Masterson

4.1 Weibo Data and Coding

We collect all geotagged Weibo posts from June 25, 2014 through June 15, 2015 posted by
users in Beijing.?® To distinguish political posts from non-political posts, we first develop a
codebook to categorize a Weibo post as political, non-political, or unclear (Table 5). Posts
are coded by trained coders who are native Chinese readers. The training and hand-coding
takes place in three stages. We first take six random samples of 50 posts each and code
these 300 posts according to our codebook. This enables us to introduce our coders to the
codebook and coding process. We also divide our coders into pairs and ask them to code
the same 100 posts. The intercoder reliability is high. Our coders label identical posts the
same over 99% of the time (Krippendorf’s v = 0.94). Since this step is preliminary, we do
not include any posts from this step in our final training sample.

The vast majority of posts are not political. In order to create a more balanced subsample
to facilitate machine labeling, we create a list of 1350 phrases designed to capture every
political post (see section 4.1.1). Because this list is designed to be over-inclusive, it also
returns many non-political posts (60% of the posts filtered this way are not political). This
use of keyword searches to select documents for further coding is similar to the special case
of the “RIPPER method” described in D’Orazio et al. (2014). Using this method ensures
that our hand coders will label enough posts of the less frequent category to train a classifier
more quickly. It also allows us to introduce non-political posts we filtered out for the analysis

with unbalanced data in section 3.4.

28The Sina Weibo Nearby Application Programing Interface (API) permits us to access the Sina Weibo
database that stores all such posts. We collected more than 6 million unique posts from which we remove a
small fraction that come from Apps that are unable to be verified, such as t.pp.cc.
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Characters and phrases in our keyword list come from three sources. The first is the list
of sensitive keywords on Weibo from Citizen Lab.?® These keywords can be highly political,
and users can be temporally banned from posting for using them. However, sometimes such
posts are not deleted. The second source is the keywords used in King, Pan, and Roberts
(2013). Third, we a use set of characters and phrases (some specifically related to anti-
corruption events) brainstormed by our research team. They are complimentary to the first
two sets of keywords in that they contain keywords that may indicate broad political issues
and events.

We use this inclusive list of phrases to detect whether a post may be political. Even if a
post contains only one phrase from our keyword list, it will be labeled potentially political.
Otherwise, it is labeled non-political. Using another sample of 200 randomly drawn posts
that do not contain any of the keywords on our list, we find that nearly all posts labeled
as non-political are indeed non-political.®® The potentially political posts, however, have a
large share of posts that are non-political or unclear. We then ask four coders to code all
posts that are labeled as potentially political into the three categories according to our code
book and training. To protect our respondents and comply with IRB requirements, we drop
408 posts that contain personally identifying information from the dataset. The remaining
posts coded in this step constitute our training sample in this paper. To be conservative
in identifying political text, we combine the categories of non-political posts and unclear
posts. After all posts are coded, we again ask our four readers to code the same 100 posts.
The inter-coder reliability is still high, with each pair agreeing more than 94% of the time
(Krippendorf’s a = 0.88).

2the list of sensitive keywords can be found at https://chinadigitaltimes.net/china/
sensitive-words-series/.
390ver 95% of posts are non-political.
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Table 5: Codebook for Weibo Posts

Political

Non-political

Unclear or Neutral

Definition

Discussion of party and
state leadership, for ex-
ample, Xi Jinping; dis-
cussion of state institu-
tions, such as the Con-
stitution and legislature;
discussion of state polit-
ical campaigns, such as
the anti-corruption cam-
paign, ministerial reform,
or propaganda; discus-
sion of international re-
lations that relate to
China, for example, the
“Omne China” policy; dis-
cussion of national eco-
nomic, welfare, social, or
religious policies; discus-
sion of protest, petition,
resistance against censor-
ship, and other specific

forms of political partic-

ipation

Discussion of contents
that are unrelated to pol-
itics, for example, per-
sonal relationships, per-
sonal emotions, enter-
tainment, sports, games,
selfies, travel, shopping,
music and more. Discus-
sion of political course-
work, such as Marxist
theory. Discussion of in-
ternational relations that
are unrelated to China,
such as the Iraq issue
or Iran deal. Jokes re-
lated to national leaders
or their family members,

but without political in-

clinations or implications
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Discussion or statement
without obvious politi-
cal inclination or politi-
cal attitude; Discussion
of contents that can not
be interpreted literally
to reflect the individual’s
interest in politics; Dis-
cussion of social prob-
lems with indirect po-
litical meaning; Political
discussion that are am-
biguous or lacking neces-

sary context




Definition

Table 5 — Continued from previous page

Political

LS SMSA,
S, ik, B, A
REREAHE, K
REE (M%®E. R

Non-political
e ANE R, B’IR
B, F, HERESH
WBILERENE, WETHE
H¥A, RE, WY, &

Unclear or Neutral

B R RME R, B
7 R AR R BUA S
JEE BH B ANBE KBRS K
BUASE, 51 A

B, ERIMEE, | RFE. TRBUGRE, | HXMERENG, FE
BURH R, BUR 05 | iS5 B ESCHE . 3 | #EBUA & L HIH & W]
%) o WREFRRA, | REFETLTRMERX | 8, BEESH, sz

flane— " Er, B
TR SCFF EL O &
F o BB RT

A, WFERIE R -
L5 ERIFAERA
HRMEWE, HAHHE

BHNER, BURSEZR
Wi IC iR L

7Zur, RE, #2, %
#, EEBORIE -
g BRI UUR B
EV5, v B kAR R 2%
CRcnillia

BOA A B 7

Examples of posts:

e Political: “WZH RILIE, S EHBME T, H>EJE# ! 7 (The members of
Standing Committee are not exempt from punishment. Well done, President Xi); “7£
— PAFEERREIN, B XA — ARG L X A B TR R &R KK
REE [ ]A
to work so hard when facing such a large group of unreliable people! [thinking hard]
[thinking hard]); ‘4% &K B EIEBE S KA BT/ DIKE, ROJILTEAF
BT 199957 A G SR In A Hp [ 72 5% 20004F F1 36 AE T AT 5 K 1 58 SRR 3

|” (In an unreliable political system, it is very much unreliable
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it HAETHININGZ N T 3ATH B — 8, (B % 7 SR A e s Hfv s —
20145E12 22 H B A B R SR B AR B B I A REBUFBEA | 7 (Repost
from Luo Yongji, an old Communist Party member of Majiajing Village, Miaoguan
Town, Lishui County. My son Luo Caimao proudly joined the Communist Party of
China in July 1999. In 2000, he became the party branch secretary of Majiajing Village.
He just joined us [for the new party meeting] before his death. None of these can change
Luo Caimao’s fate—On December 22, 2014, Comrade Luo Caimao’s ‘gloriously’ died

within the People’s Government Office of Miaoguan Town, Lishui County!)

Non-political: "# 5 B K -MHEL4# SFEMACEELAEREMI L2/ —E
FEMEL . 7 (“#Love in Haiku-Good night# The player who has played has gone, who is
still interested in pushing a piece of chess outside the red dust.”); “FH &/ EENE
BIENRE, MW E AP EREHZEFHATE. .7 (Youth always
flows inadvertently, and only time will help us remember the most beautiful people
and memories...); “105 R, —RKEPR EGE - KRPIRFANE - AfES T
—UEHBSCAE R R S BRI AN R T EORASE, FHERFHAEARGREN « fED [\ 7RI
BT - R AR, BN T ERIE AN BRER PR R KA HEL

BRI TR AR 2 B i B S —IRBERYEF - 7 (On the sunny day of the 10th, I
felt that it was very hot in the early morning. It was too hot to walk, and it was too
late to change to the bus. The sun was still very strong after work. However, it was
not too bad to return home on foot. I did not sweat or feel very hot! After dinner,
the wind blew, and the heat of the day quickly dissipated in the wind. I went for to

Square dance, and I feel relaxed. I feel much better than the first time that I danced.)
Unclear or Neutral: “#Hr EIIZE IME B4R EBRITH2ER EEEE 1!

XY W ERAE EH/ ALE, BMBITA AE . —EE ey E— DA E
Yz BLGLEND, WIEFIRDITEAE ! 7 (#Military trainer and trainee fight in

Hunan# [I] hope that the students who are beaten have secret support! These soldiers
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who are in the army must have some one at the upper level to support them, so they are
not afraid to beat students. Be sure to give the students justice! Military training has
to pay. To go as far as beating students!); “#HHIETFHHAITMERFIED . - - - [2
R [F B R [ B R (555 I 3 4 B T RS B (“4Protest Kim Soo
Hyun# This is a topic of WTF...[[picking nose|[digging booger]|[digging booger][I think

Kim Soo Hyun is quite cute”)

4.1.1 Keywords to Identify Potential Political Posts

ES O I G o - | WES R 7 A = O - A R R =M= REE i e
=, R GO0 3R, M 4% 1B BE &, 20E A 0 S 75 3 U (858 AN B I ), 3 = v e BUR B
KR B 25 E s AR T E, AT BB RE A & PERAN, AT TR B A
A& B WAL, 7 o0, 5 4, 2 1 o e R B S 7R R ORI X BA B i, A T A,
0BT IR U 42, B R DEm, R IE S T i AN = RO B M AL P AR ER B LA
B LR R AL £ R FE S P H R IR DU )R SRR AL, S IR A R
HRI A B AR SE], R A R B R B I K O AR O A 2 T A B ), R
BURAR AR AR, R LR IR, 00T, 1 B & F0 56 58 40 8l B A g 0 AR A Bt
B S A8 GUR B T B, I bR, 8 5, S0 5 7 Bl e B2 JA o A, = o JEL B0 £ B R R 2
BTN, B2, T RE, BUE T IR o JRTR B3 B & A A B RIS Pk 2
RH B 278 O U] 5 R A EAL R T 2 BB T S0 25 B I B O RO R VL E
J OB R, SCA B e e BN IE M 2 B R T A BRSSO B 2K PR
W5 8 & 5, PR B, DU S R I RE 5 AT B TR R R OB A O Tl R R 3
FKE LR B IRTE BB TR R, 518 B HL TR BeER ik 4618 KR S8 19 1t
AT W 2, e R, T 2 B T O SRR N R 2RI B SS B AR, 2 A R
DR R AL, A 455 B T 50 2 SR B 2 R BUTR 280 5 2L AT ik IR, & =
FoEHT B2 MO BRRS  BRB B 2 2 T i, I i P il P 22 R A i L IR T, T 5
U IR R 4 R T, F 2 2 R B2 E em ARTER 20 7K 0« R A
B 5k BUE R AR BE, I L, W E BT R I T I ™ BB A, DS R B R T I
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=57 R VE BT R, B 58 ARIR LI, U5 A1 AR A 9 T BREEE e R B e i e, 59,/ N oL, TS
FABETH, B KSR R 5K 5 T AR e e R R IR 5 R IR % 2R MG S RO B ) BURRAR] P 2
N B A7 B AR B0l WP ™ BE 20 0F 1 BUEA Z WV M a2 5 A (8, To e, e 880 I
), AN B AL & ) 0k, B E B R R LR A S I R AL TS
i SSRGS JR SR R, T A BB 1 A B B W R A /N B IN B L B 2 AR A, £
BLEN S RE om N RS B L3 2 W & A A i PRI R m i AR AL
BT IR ARER, W 465 el 47 2 40 08 3RS A ik A2 38 T SO AT LA 5 1, Bt 2
B 2 W0 B AR, SR SR B RO ¥ 2 ] R 2 T B AL R TR R R G T
TR A0 B A W B SO T RE BB e R, B T T BRI AL SR R, S S iR, R
R MU 2538 1 10 ALK SO0, % o DR D B S 3R AE X 1 PR 5, e, BT 158, B
B LY At AR TR GRS L R R 2 I, R A L B e, AR IR R ST
W& BV BB EILTE W AT KO SEHE, W WG IL AR, £ 8 R, 04 75 i (B0, 0
JZ A ZE SRR, R BT R R A 5 B R A 0T R B R 3 AR SEAN AT L 4 Bk I T RAAE
XU R, B 5L T K R BRI, 55 B 2T R Gk 2 R A SR IR 0 3 40 1] AL TR
SR ER B A, B AN PN T R 2R e 3k [ 53 VL 0K, 05 2 B8 227 R I B JE R 3 TR 3
BRoTis, 5 RS, 0 P AUIR R L B S B R SR, B RS AR PP B O A R A 5K
BESE 5K AN i e M, 5175 98, 8 R SR TSI B8R U0 31 AL 15 i b B 2 2% P ik
i 3, B 77 B TR R 7, 1 PN B 30 A M2 N T 20 2 A5 AL R, KR I
BRIl R,EE JT PRV FE AL 5 5RAE, TR 2 1 R PRI I ok 40, E i g R 20
= B0 AR, SEAMH 0, B MR R P B SR 5 R /e B K L R B R R B
BRIV = SRARAN B, T 7R 8 B £ 8, M 2= 1510, 2 IR, 32 5K 3R A F 19, 22 B I, 2=
A KHE PE DN ACE B HE R WAL R 0T, TN T B 37 201 SR USRI 1
i, 5 B FIRE PR LR AR E H 28 WA AN IR EZF R L ELER KT KE
R B TR T A A B /D R TL RN R 22 0 (5 Dl o R R
O R AR 40 2% i B T R A TS B I R DTS S R P, £ 00, ERF, H LR
AR H Ok B O %S E IR P EE U = A oR JRY6 B IR, PR 22 AR, B 1A 7R, 5
BB/ IR B GE AR BE DL PN A R S ] < LU P N RGBT IR L& JT PR T 48

39



A1 HA 5K P AR i R 3BT £ 5K 55 9, 1R 28 358 TR <= 18U 58 VER 55 BN R A T & B
10,8 BN AR R A 2P BR 2 e 22 ZE B 25 B U DI IR OO &
RAKALABLZ LBE L ERE LR LA B BRARER LS AKFE R ERE D
BRoUE R W OB LE A IR E EWIR, EEE FIEB0S, £ 508 SIS IR HER S LA A
Dt N VREON) 2, F 8 P 219 R SR R B 2 8T 950 PR AN R 0 1R R AR PR A
PR BREE B XS B EAR FA bt R E N R R A5 e S e, SR B £ & R E L%
SR Rl 1L P B I P B e R R T AR E T = A B )R A AR, R
RHZR M AARARER LR EBREERERA S JORE FEMFERERER
BHCE KRR I & 5K IR 5K 9, 5k E ., 5KER 5K S8 2 288 AL TR TR S, RUHp
7 X ERBIERET A AR T P RN R B T 48 2% 47 3T BB AN B, UK 8 e e &
REIR XK ARG R MEZ B R BATIRSS B 2 AR5 AORBAE R, 250 2
SR FEE TN FEE F R DA EHE L HORAR, SN RE R LA A
R LI TR H 2 TL09 8 NKH &2 B A L 8 E K L& 2R LR 1
ALK ZEHL K LA T X R B R Y 0 % 387 e ™ B v 1P R BR 550 3R I B OB R 3 IR
PN i B | R WANIEY o 2 TR 2= LR 3 B | o g I Y B AR S R
A NRRZER Wm0 R, £, EAR5E, FIE E R, EIRM, ERGH, £ 5RiE EaREH
A NKE T B T AR, H 5 B R YRR IR Fh Bk & SR 51 LI ER R Bl A K 18
AL RNET ZEE ZEE ORI AR W 2% 582 51, B 16 K BUR &I 5 % =
B BT 7R M IH M 22 & g e 26 IR B R 8 T R B MBI E B B LR R B &
P Y e T S IR 6, BN B A2 LA 7 B B2 DR EE AR 1 3 A UK o S A SR\ TR
S A Ao [ L 0 e 8 XS g 4 B0\ 5 B PR T N R 2 & Al A i L) B B PR YEC R 5L PR
FAME PR, 75 8 22 2 B0 S0 A 5 15 T A RN RTE S, v 27 30 i ZOR 5 ' B e B
8 U R IR M I U PNEE T FIE I, R, 2 R AR 2 /N T B R 2 2R AR MR R B
EWHEREENLERE R M KIER B RIERE BRI ILRE R E T ARKR
2B, A IE TR L PEE AR E T2 A, L 09E F X EA 4 5, L7 E X EEHE

JEEAE LPEE BT 5 4 88, WL i KR M 22 2%, 1 o5& Bobh 8l 5% L 7 & BHAR T R 2%
e 087 L1 B 402, AR A AP, 15 B A\ R s AR H A0 TARSA 1 B B R B R &
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B, F R AL, TO 2 A R R EILR, TRE T MRS RE
LRFEE T RELEFZE)MPBLT ME X2 %R BRI, M ZE KB fl 5T
RTINS B, PR B X NRREEE, IR B KB E R, Itk Bia
X282, ) 74 iR XU A % FEF R PR = 4 R T4 JKEILE REW BREE
e FEBES JRRE g e, B /DA SERIR B T BRERETT PR A BRAL 50 T BR5E5E Ak 50-Rf HIS 0
FRIFIRI S R R A R TAML R MRS B T PR SERE A o 1 BR3P 8 BEANRR it %2 5K R T, 3ot
B BRECE SRR FRON 5Kk 27 R 5K 2 B SR TSR, 5K 8 T, 5K U BRI, 5K 303 5k B 42 5K
IR BE, SR kA A 5 R4 5RIBES Gk re SR BT 5k S5 1) 5K 48 I 5k H °F 5K & 15 5k R AL 5K
TS TRE 5 5K B 4 IR LR B TLZR AR UK ARG 38 PR 0 B 1 41 A e R AR B AR
FB IR LB RO R M M T A e PR B A R B AR % X R R < B3 RCRR T N R 28 52 L
215 BE T B L B times IREH A SRR IR B FH 9K 2B >) <ol B, B4 15 TR R A A sl
AN IR IR IR 7, e 52 B0E R AN B A E T SR ANE B SR BB L A A
M AR S5 5K ) UK B A R R RV R R T IRE FiCii 5
Ak 5 FUEH 5 N BA S5 AT BURR A 7 18 B 13 W32 b AL i MU 32 At T s M52 B9 s il
N2 ETT 28 RIS ez AU 5 4 AR IT e BRI S SR B AEE i
LR i 55 7 R 5 40 a8 Y2k ] L WAL 32 B R B AL 32 B 2R BB Tt WA 32 e 55 05 B ML 32 AL AL
i BUR £ B R B E AR Z 2 TR B EAE SR A - s HE & p e B IR X &
R H3C,B11E 22, Flizhi, J7 487K FELLRE kil 5 FIAE B 1 B B L Hi 2= P80 B 501, e
AR R PRt i, B R, R B R R R E R B i AR R R L e Had
IR 2 S SN RVIEIES S 95 G SR 1Y L7/ N sk 7 NG A 7 7 W S
A ARG AR R R FRIEFZ R F 8 F ol Fieh 28R 20K FERF
ERFAREE W ZEEN FRE FE RN FIE B ZRIL 2 0L FaE 2508
W 25 1, 2 e v, 25 T 2R N R A A F BR AL S PR T B e i i N SRS
LB B Wi R LI, B S BT T 28 20 MRS 8 MRS BR PR 5 A 52 22 TS B M s
10,5 [ o SRR SR 2L SR AR BEOR T MM T o I e BB R R AL S o g it R g R
P, IE G BRI T T 48 22 A8/ \ R B8 BB K B [ i I L B AR R B4 B B SR BURF B2
7 BN R T AN RAERE UL Core JL 7 BLIL I3 & H R ARG K VLI 4 10 2% I 4%
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[T E+ R ARFEZ 2 LA E T A RNRIER LS R H L L EEhE £
JE LB L ZR EERIT 8 3% KL TR B X R A< PERH T R A e b B AR
PR AL R T P R RIERR A A A T & AL B LR R T B LR W
[T imAe B LRLR A EET L F A ANKFEZ 2 E B0, W EE ARREGEFRIM
BRIz f o e R+ R IARE T R A O AR R e T R A R R e T R
T AN R G M B L R B E R N T M A R & R GE S T B e %
S ZRT AR O S R T P R R M TR A B ST R E KRR SR G T A R
JR A il LA N R ZR B, BTV B0 iR 5 4 1 500 WL A AT M i N RSB, WL A 42
Z TS B EALE R SRR EEE ARREGEEER BRERE K IBHERE
Z A B — PR ANRIER B A B P RARER BEE LR I HE R ™
BRI B FE A0 I e W T AR 18 s WE R I 2 WG 095 10 W2 I e o
{5, W ERAT I IR o0 R M ALAR, I IR oT5 2 WE SR 10 & = U L RS 0 2 e TE R TR
18 X AR e, e B T A X AR R T 20 &% IR DI AL 2 W & & 1R 55 FLJRLAR W xing, L&
ESARSPN= NI RS o R | R v TR o va QR o= 5223 SR 7 [ = T A Q) EPAN R 24 5 R 7 o)
ORI 2 W B B B R BK X A2 2 M IR 2 AR 3R 7% 7378 e e R 1R R e
Rl BT BRI MR E i, £ EFER £ ENE 5 — F2
B, ERE, 2T, BRI, EHH EAR ke EHE EEEFE ERY FEE FREE £
7R, TR, K EEE, R IRE T & M KA B8, Hila ARREB, H Il
BT HREAREEEER _F4 0 BEF AETR BER BB L BB R 4\
RAFXETRENR A BR B @MTLE EEEHERLHAE L ENBRREE
B FRIEOR, B %R 5B B I AR RS2 fth A\, ZR U 3 BRI T, 2R BORT AR TR
SN, 2R AR S T T R R SR A 2 B AT R 2210007 T Ak 2% 21 68 i 25 7
A B VAR, B AL B e 8 B BB R B R A B R B A B ORF H B L H
fill, A $2 B R B R TR RGBT e B R E B 2R, B iR KRR ARIZERLE A, X
AR T3, T T, TR SRR, B K TR TR & Ve R B R A e i, & L= B F A Hittiz %
Sk BB AL B S B R B SRR BRI R T A N RTR B AT
FAL > ATBOEE b oy S RSN R R 5 A R AR R 2 & 2 4 2 7

IR
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el 7 X I BOZR U TR X AE % B M O S IR U e B T D A R A VR A VR RS K
1 VERBUR AR RE T 1 P AT R TGRS U S B U 2 0 Y T A S T R R I
RN B RE R NG LI RHM R = E AR F R 2 BU4E, B/ a0k &
FAR A A AP A A 24 12 A R] T X /R ER T R AR 1 A A o X AR B PR v 3 55 T RO
FET SRS 50 7 A BT Bl 5 AT H A B S 3R 2R AL N & i B i S A
S J\ITRLRE R 1 R HA 33 e RSB o I BT B AL B TR BT iR TR R OO AR i L A
D 52 I iif 3 ML vEE AR B R K 2 H L % B A B 52 BRI AL i B LA S A BRI 8
SO ZRAC, AR 51 XSS, MR T XBHER R 22 AR AR R ARt i AP 303 FRTF 4 AP
AR Bk KRV &2 AP S22 FR ST AR B 90, 20 (0 1, 205 b, 207 I SR IE M #0214 5P 42
T2 BN L2 T N R 2R e, & 188, B 38, UM T 28 2 AR T BUR AP 24 T
SME B R PH 5 PRI 24 B EC T PRG U PR — 35 PR R PRSP SR PR PR PR
JIF BRI R ) R DCEE R 52 AR R 40 B G I ) 26 B G A N IR A 2R B 1 R P
PP T 20 2 RV 4 40 2 o <M o 1 S 58 R W < i Ol B iy, T VR EML B AR
B FBELER AR A B 35 053, 35985 B 00N B2 i B IR T B
7K 2 BB B S WA, B s P R, e v B TR, B 1 R SR, S AR SR AR e B R R
FEHXELZHERENEEGAREEZETENTHERERE T8 HEEHSE
R BN, A R PR R R IR, e PO 2R AR KA

4.2 Loss Functions

How do neural networks learn how to map predictors to predictions when the function
mapping predictors to predictions is unknown? The researcher specifies a loss function that
represents the distance of the prediction from the 'true’ category. A commonly known loss
function is squared loss used in OLS regression. Just as in OLS, the goal is to minimize the

loss function. For models where the goal is classification, a possible loss function is zero-one
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loss where the goal is to minimize the number of incorrect classifications:

D
log = ZI@z # i) (10)

Where D is the dataset and [ is an indicator function that takes the value of 1 if f(g;) = y;

31

and 0 otherwise. However, because this loss function is not differentiable,”" cross-entropy

loss is commonly used instead:

D
Cross-entropy, , = — Z y; log ¥; (11)
1=0

Using cross-entropy loss makes the goal of the model to minimize the distance between the
correct distribution which puts all the probability mass on the correct category (y;) and the
prediction of a model returns a probability that an observation is in a particular category.
Essentially, the goal is to get the model to assign a probability of 1 to the correct category
for each observation. In practice, this is very similar to minimizing the number of incorrect

classifications.

4.3 Word Embeddings

This section expands the explanation of embedding layers from the main text by summarizing
information on embedding layer training from TensorFlow (2018). The model shown in

equation 1 could be trained by maximizing its log-likelihood on the training set:

vocabulary size

Jur, = log P(wy|h) = score(wy, h) — log ( Z exp{score(w’, h)}) (12)

word

In practice this method is not used because it is computationally expensive and because

embedding layers do not require a full probabilistic model. Instead, embedding layers use

31The loss function needs to be differenced to calculate the gradient for stochastic gradient descent. The
model uses the gradient, the derivative of the loss function with respect to the parameters, to compare results
using different parameters.
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logistic regression to distinguish real target words w; from k noise words w. For each example,

the following equation is maximized:

Ixea = log Qo(D = 1wy, h) +k  E  [logQe(D = 0], h)] (13)

W~ poise

Here Qg(D = 1|w, h) is the predicted probability from the logistic regression that word w
appears in context h in the dataset D, calculated using the learned embedding vectors 6.
In practice, the expectation is approximated with a Monte Carlo average, drawing k noise
words from the noise distribution. When equation 13 is maximized, the model will assign

high probabilities to real words and low probabilities to noise words.

4.4 The Full Model Graphs

The following is the Keras model summary for our LSTM model that classifies the Weibo
posts. The layers are in order with the final prediction at the bottom. The embedding layer
has 100 dimensions. The dropout layer randomly drops out half of the nodes in the previous
layer during training to prevent over-fitting. The bidirectional layer is a bidirectional LSTM
layer. It is composed of 2 LSTM models each with 27 hidden units. One reads the document
forward, and the other reads the document backward. The prediction of both units is
combined with concatenation. Each LSTM unit also contains a dropout layer. The final
prediction layer is a fully connected layer (or dense layer in Keras’ terminology). This layer
uses a sigmoid activation function, making it a logistic regression where the classification is

1 when the post is political and 0 otherwise.
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Layer (type) Output Shape Param #

embedding_1 (Embedding) (None, 174, 100) 4002900

sopout A Dropeuy  Qone, 174, 100 0o
saectiona 1 Gowe, 5 sots
wnset Gemse  Gowe, o

Total params: 4,030,603
Trainable params: 4,030,603

Non-trainable params: O

The following is the Keras model summary for the LSTM model that classifies the US

newspaper articles (truncation after 100 words).

Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, 101, 100) 7234400
sopout_t Gropout)  (one, 101, 1000 0
wirectionalt Qe 20 oo
jnset Gense)  Gome, n

Total params: 7,243,301
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Trainable params: 7,243,301

Non-trainable params: O

4.5 Figure 1 with No Validation Set

The following figure is the equivalent of Figure 1 except that the LSTM model is set to stop
after 11 epochs rather than use a validation set for early stopping.

Figure 3 shows the LSTM model continues to outperform them with a mean score ap-
proximately 2.5 percentage points higher than SVM TFIDF’s mean score and a minimum
score higher than SVM TFIDF’s maximum score.

Table 4.5 is the same as Table 3.5 except the LSTM scores are reported from the model
without a validation set described above. The LSTM still achieves superior precision and

recall.
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Figure 3: Comparing Accuracy

LSTM - ——
SVM TFIDF A —o—
SVM 4 —o—
Bernoulli Naive Bayes - —&-
©
o
o
=
Multinomial Naive Bayes TFIDF - ——
Multinomial Naive Bayes - ——
Extra-trees W2V - ——
Extra-trees W2V TFIDF - ——
80% 85% 90% 95% 100%
Accuracy

The bars show the minimum and maximum scores for 5 draws of train and test sets from the data while the points show the
mean score. The full dataset is 10,691 posts. The models use a balanced training dataset of 8,552 posts or 80% of the full
dataset. All models use 2,139 posts in the test set. The hyper-parameters for each model are tuned independently.
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Table 6: Precision and Recall

Model Precision Recall

LSTM 0.931 0.891
(0.012) (0.018)

SVM TFIDF 0.887 0.887
(0.006 ) (0.006 )

SVM 0.882 0.881
(0.005) (0.005)

Bernoulli Naive Bayes 0.874 0.874
(0.003) (0.003)

Multinomial Naive Bayes TFIDF 0.874 0.873
(0.005) (0.006)

Multinomial Naive Bayes 0.873 0.871
(0.007) (0.007)

Extra-trees W2V 0.829 0.829
(0.008) (0.008)

Extra-trees W2V TFIDF 0.821 0.820

(0.007)  (0.007)

The mean score from 5 train and test set draws are show with standard errors in parentheses.

4.6 LSTM Model Implementation Advice

If you use our code templates available at https://doi.org/10.7910/DVN/MRVKIR, many
of the decisions outlined here are already implemented. However, you will want to read
section 4.6.1 because you will still want to tune your model to your particular task as well as
section 4.6.4 that discusses GPU vs CPU implementation. Readers also may wish to consult
the other subsections below if they wish to understand further why we made some of the
decisions we did, deviate from the templates, or understand more about how LSTM models

work.

4.6.1 Tuning

As machine learning models, such as SVM, that have tunable parameters have been used in
political science before, the purpose of this section is not to explain how to go about tuning
machine learning model parameters in general. However, we do provide code templates to

facilitate hyperparameters tuning at https://doi.org/10.7910/DVN/MRVKIR. Instead, this
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section is designed to point out information about LSTM models that is useful to know when
making decisions about how to search for optimal parameters.

The first difference between tuning LSTM models and traditional models like SVM is that
LSTM models have many more tunable parameters.? While this might seem overwhelming,
research has shown that the two most important tunable parameters are the learning rate
and the number of hidden units (Greff et al. 2016). Further, while these two parameters have
the largest interaction with each other of any of the parameters, this interaction is small,
which “implies that the hyperparameters can be tuned independently” (Greff et al. 2016).

We recommend the use of validation and early stopping because they free the researcher
from needing to select a number of epochs in advance. Dropout layers are used to reduce
overfitting, and while they can be set to any probability, a probability of 0.5 is recommended
as “close to optimal for a wide range of networks and tasks” (Srivastava et al. 2014, p. 1930).
Dropout typically works better than other regularization methods (Srivastava et al. 2014),
and we recommend not resorting to other forms of regularization unless a dropout layer has
been added after both the embedding and neural network layers without reducing overfitting
to an acceptable level. Batch size generally makes little to no difference in performance

(Breuel 2015).

4.6.2 Selecting the Optimizer

The optimizer determines how the loss function is minimized. Section 2.2 explains this
process in terms of stochastic gradient descent (SDG) because SDG was the original way
to achieve this and because modern optimizers are all extensions or variations of SDG. In
practice traditional SDG is rarely used because newer variants converge faster or are more
tailored to a particular task.

The Keras package documentation recommends the RMSprop optimizer for recurrent

32The primary tunable parameters being: the learning rate, number of hidden units, batch size, number
of epochs, dropout, kernel regularization, and activation function regularization.
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neural networks like LSTM.?? This is the optimizer we use in the paper and the code tem-
plates. One downside of RMSprop is that it is nondeterministic, meaning that even setting
a random seed will not guarantee training will produce exactly the same results each time.
However, as discussed in section 4.6.3, this is only one of several issues that prevent exact
training replicability using these models, and performance should generally be similar enough
that others can evaluate whether or not your model is attaining an accuracy score that is

within the range you report.

4.6.3 Replicability of Scores

Before getting into a discussion of replicability, it is important to note that all of the issues
discussed here refer to sources of variation within the training of a neural network. The
predictions of a trained network should always be the same. If you use the code we provide
at https://doi.org/10.7910/DVN/MRVKIR to save a trained version of your model, then you
can share this saved model with other researchers who can run the model and get the same
predictions. This along with reporting multiple cross-validation scores with some measure
of uncertainty such as standard error or the range of scores, largely alleviates the issue that
while training results are generally similar with repetition, they are usually not exactly the
same.

There are several barriers that prevent exact replication of the training process (and,
hence, scores in cross-validation). However, accuracy should generally be in the same range
when switching from computers, meaning it should be close enough to verify the plausibility
of the reported scores. It is partly for this reason that accuracy scores should always be
reported from a series of cross-validation scores rather than a single shot evaluation on a
test set. Setting a random seed can help but will not prevent this issue. Some examples of
differences between machines that can affect scores include: Whether a GPU or CPU is used

for training and which GPU libraries are installed on a computer.

33See https://keras.io/optimizers/ for more information.
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Further, nondeterministic processes are usually involved in the training of the networks
themselves, preventing results from being precisely the same even when repeatedly run on
the same machine. For further discussion of this in the context of TensorFlow with com-
ments from some of the contributors of the package, see https://github.com/tensorflow/

tensorflow/issues/16889.

4.6.4 GPU vs. CPU

If you have a compatible NVIDIA GPU available for training, we recommend using it rather
than a CPU because it will be faster. The good news for users of Keras and TensorFlow is
that you do not need to change your code or our code templates at all to switch from one
to the other. Whether you have the GPU or CPU version of TensorFlow installed and set
at the backend for Keras is what determines whether your computer uses the CPU or GPU
to train.

Check https://developer.nvidia.com/cuda-gpus to see if your GPU has the required
compute power of 3.5 or greater. See https://www.tensorflow.org/install/gpu for in-

structions on installing the GPU version of TensorFlow as well as its prerequisites.
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