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Abstract

While many areas of research in political science draw inferences from temporally aggregated data, rarely have researchers explored how temporal aggregation biases parameter estimates. With some notable exceptions (Alt, King, and Signorino 2001; Thomas 2002; Freeman 1989), political science journals largely ignore how temporal aggregation affects our inferences. This study expands upon others’ work on this issue by assessing the effect of temporal aggregation decisions on vector autoregressive (VAR) parameter estimates, significance levels, Granger causality tests, and impulse response functions. While the study is relevant to all fields in political science, the results directly apply to event data studies of conflict and cooperation. The findings imply that political scientists should be wary of the impact that temporal aggregation has on statistical inference.  
Note: Figure 1, Figure 2, and Figure 3 (landscape pages) appear at the back of the manuscript, while each table is interspersed in the text. 
I would like to thank Will Moore and Sara Mitchell for their useful comments and suggestions. 

1    Introduction


While a large body of literature in economics suggests that time series parameter estimates are sensitive to the unit in which the data are temporally aggregated, political science literatures are generally less concerned with the affects that aggregation have on coefficient estimates. That is, the temporal aggregation literature is largely ignored, as a whole, in political science journals. While many studies derive inferences from temporally aggregated data, such as those focusing on voter expectations (Krause 1997), Congressional budgets (Kamlet and Mowery 1987), arms transfers (Kinsella 1999), business relations (Smith 1999), international conflict and cooperation (McGinnis and Williams 2001; Goldstein and Pevehouse 1997), and intranational conflict and cooperation (Francisco 1995, 1996), there is little emphasis on how temporal aggregation decisions impact the inferences we draw.  There are of course some notable exceptions (Alt, King, and Signorino 2001, Thomas 2002, Freeman 1989). The goal of this paper is to expand upon others’ work on this issue and reexamine how aggregation affects our inferences. While the study should prove useful for all fields in political science, in particular, I wish to examine how temporal aggregation decisions affect inferences drawn from dynamic intranational conflict-cooperation time series models.  Due to similarities with international event data analyses, the results of this study are directly applicable to time series analyses of both intranational and international conflict and cooperation.

 Event data - "day-by-day coded accounts of who did what to whom as reported in the open press" - offer the most detailed record of interactions between and among actors (Goldstein 1992, 369). To utilize event data in statistical models, one must first aggregate the events in a way that requires some method of combining different event types into a “single theoretically meaningful measure (in one or more dimensions)” of the relationships among actors (Goldstein 1992, 370). Most event data projects convert events into a measure of conflict or cooperation.
 The conflict-cooperation variable is said to measure the intensity of one actor’s behavior directed towards another actor.  After combining the different event types into a conflict-cooperation measure, one must convert the events to a time series by temporally aggregating the data.  The unit to aggregate the data by is a choice made by the individual researcher, but according to Alt, King, and Signorino (2001), little attention has been paid to the bias that this choice can introduce. 

In this article, I focus on how aggregation choices affect statistical inference, specifically in regard to the repression and dissent nexus. 
 One question internal conflict scholars pose is how do states respond to dissident actions and how do dissidents respond to state actions? That is, how does past actors’ behavior influence future actors’ behavior? Typically, quantitative scholars specify and estimate dynamic equations and draw inferences from the estimated parameters about the effect of each actor’s behavior on one another. A positive coefficient indicates a reciprocal relationship, while a negative coefficient reflects an inverse relationship between state and dissident behavior.  Additionally, some researchers perform Granger causality tests to see if one actor’s behavior is better predicted by the inclusion of the other actor’s past behavior in the model.

I intend to show that temporal aggregation decisions in event data studies affect both coefficient estimates and Granger causality tests. To do so, I choose to model the behavior of state and dissident actors in conflict with one another using a two-equation unrestricted vector autoregression (VAR) specification and estimate parameters over multiple time intervals (days, months, and quarters) for two different data sets (Afghanistan and Colombia).  In addition to reporting the parameter estimates for the VAR models, I perform block exogeneity tests (i.e., joint F-tests) and plot the impulse response functions. I then compare and contrast the parameter estimates, F-statistics, and impulse response functions across the multiple time intervals for each case. The two different cases control for problems associated with case bias and data collection method.
 

The paper begins by defining some terms and introducing the problem. Next, I review both the economics and political science literatures on this topic. I then move to discussing the repression and dissent internal conflict-cooperation literature and approaches to modeling state and dissident behavior. In this section, I put forth some testable hypotheses. Following that discussion, I introduce the research design to test the hypotheses and assess the affects of aggregation on statistical inference. Then, I report the findings and evaluate the stability of the findings across multiple levels of aggregation. Finally, I discuss the implications in the conclusion. 
2 Temporal Aggregation and Event Data
Temporally aggregated data are data in which a time series of observations associated with a particular variable is summed or averaged across regular time intervals such as days, weeks, or years (Thomas 2002, 1).  Others like Marcellino (1999, 129) explain that “temporal aggregation arises when the frequency of data generation is lower that that of data collection so that not all the realizations of the stochastic process… are observable.” An example should help to clarify exactly what it means to temporally aggregate data. Since I focus in this study on the temporal aggregation of event data, I present a typical event data coding scheme below and explain how one would aggregate the sample data. 

Internal event data projects (e.g., IPI), as opposed to international event data projects (e.g., COBDAB and WEIS), code internal political events such as protests, riots, election violence, coups, repressive legislative acts, and dissident arrests. All event data projects record at least four important pieces of information: the actor, the target, the event,
 and the time at which the event occurred.
 A typical scheme looks like the one depicted in Table 1, where the actor codes 11 and 30 denote state and dissident actors respectively. However, in order to analyze the data, one must aggregate the data by a time interval. Most econometric time series data are collected for discrete (as opposed to continuous) time periods. Thus, the intervals are equidistant. Typically, event data are recorded using a year-month-day scheme because event data are usually collected through a content analysis of daily news reports. Thus, one logical unit of time to aggregate the data by is the day. For example in Table 1, we would average all the state actions that took place on December 30, 1989 (observations 3, 4, and 5) and create a daily measure of state behavior. We could do the same for the dissidents on that same day (observations 6 and 7). Data that represent the daily mean behavior of an actor are said to be temporally aggregated. Another researcher may have chosen to aggregate these events by the month. To create a state mean monthly level of behavior, the researcher would average events 3, 4, 5, and 8. Similarly, the dissident mean monthly level of behavior (for December 1989) would consist of averaging events 1,2, 6, and 7.  I am interested in studying the effect of choosing different units of temporal aggregation on causal inferences: does one draw different conclusions about internal contentious politics if one selects different units of temporal aggregation? That is, how would inferences change using a daily level of aggregation versus a monthly level of aggregation if we wanted to explore the effects of one actor’s behavior (e.g., the state) on another actor’s behavior (e.g., the dissidents)? 
Table 1

Event Data

	Observation
	Year-Month-Day
	Actor
	Target 
	Event

	1
	891228
	30
	11
	223

	2
	891229
	30
	11
	223

	3
	891230
	11
	30
	70

	4
	891230
	11
	30
	223

	5
	891230
	11
	30
	121

	6
	891230
	30
	11
	121

	7
	891230
	30
	11
	223

	8
	891231
	11
	30
	223

	9
	900101
	30
	11
	70



While only a few political scientists (Alt, King and Signorino 2001, Freeman 1989, Goldstein and Pevehouse 1997, Thomas 2002, and Mitchell and Moore 2002) examine the effects of temporal aggregation on inferences, many other scholars have explored the impacts of temporal aggregation in other literatures. Below, I review the econometrics, statistics, and political science literatures that contribute to the exploration of this issue.  
When one surveys the literature, one generally concludes that aggregation matters. That is, one can draw different inferences by choosing different units of temporal aggregation. One might ask: how does aggregation affect inference? To begin, Marcellino (1999, 133) shows that “temporal aggregation usually alters most properties existing at the disaggregated frequency.” As we aggregate data, we lose many of the statistical properties and dynamics of the raw series. Rossana and Seater (1995, 441) state that the most important effect of aggregation on time series data is the “virtual elimination of low-frequency variation …Averaging … alters the time series properties of the data at all frequencies, systematically eliminating some characteristics of the underlying data while introducing others.”  Wei (1982, 319) adds that “temporal aggregation turns the one-sided causal relationship from Y to X into a complete two-sided feedback system” and that the “instantaneous linear causality between X and Y becomes a dominant force in the relationship between X and Y upon aggregation.” When we aggregate by the month, for instance, sequential actions become contemporaneous. For example, lets suppose a 30 day monthly series of events taking place between two actors, A and B. Suppose that actor A takes an action on day 1 and that actor B takes an action on day 15. Clearly, these actions are not taken simultaneously. However, when we aggregate the data, the actions are assumed to have taken place at the same time producing an artificial “instantaneous linear causality”. 
Goldstein (1991, 207) argues that “over-aggregation in time series analysis (along with other methodological problems) can mask reciprocity.” Similarly, Goldstein and Pevehouse (1997) argue that “High levels of aggregation (such as quarterly or annual data) tend to swallow up important interaction effects.” For example, yearly aggregations hide the actions and reactions of actors who act and react to one another in much smaller units of time such as hourly or daily intervals. Zellner and Montmarquette (1971, 335) add that high levels of temporal aggregation can lead to the inability to make short-run forecasts. Franzosi (1995), in his examination of the relationship between production losses and strikes, confirms Goldstein’s (1991, with Pevehouse 1997) and Zellner and Montmarquette’s statements. Franzosi shows that “the more aggregated the series, the less likely it is to detect the effects of strikes on production,” while the more disaggregated the series, the more likely it is to find a relationship between strikes and production losses (Franzosi 1995, 72). Moreover, in economics literatures, Cunningham and Hardouvelis (1992, 30) find that “observation intervals of varying sizes imply different coefficient estimates in terms of both sign and significance.” Zellner and Montmarquette (1971, 341) also find that “standard errors associated with coefficient estimates are rather sensitive to the level of aggregation.” 
As Thomas (2002, 1-2) puts it, “If our empirical conclusions using temporally aggregated data are to represent fair tests of theories without explicit time foundations, our results should be invariant with regard to temporal aggregation.” However, the properties of seasonal unit roots (Granger and Siklos 1995), exogeneity (Campos et al. 1990; Hendry 1992), causality (Sims 1971; Wei 1982; Weiss 1984), trend-cycle decompositions (Lippi and Reichlin 1991), measures of persistence (Rossanna and Seater 1995), forecasting (Lütkepohl 1987), Pearson correlation coefficients (Thomas 2002), and R2 (Zellner and Montmarquette 1971, 338) have all been shown to vary with regard to temporal aggregation.  

All of these studies seem to support Zellner and Montmarquette (1971, 335) who argue that empirical analyses, which aggregate the data by a temporal period that exceeds the appropriate interval on a priori grounds, “will be marred with temporal aggregation effects” (Zellner and Montmarquette 1971, 335). From this statement, however, there appears to be a way to solve the problem of aggregation affects. We simply need to collect our data in the “appropriate” interval in which the data are generated. While this is plausible in many areas of study, such as the study of an annual budgetary process, the “appropriate” interval, at which states respond to dissidents and dissidents respond to states is quite a bit fuzzier. Budgets that are set each year should be studied in annual units, but it is difficult, maybe near impossible, to derive an “appropriate” (i.e., natural) unit of time in which states and dissidents act and react to one another.  
The general findings in these literatures suggest that temporal aggregation affects estimation and inference.  However, the above studies each focus on a particular model and problem within a particular area of research. As such, it is impossible to make a claim that temporal aggregation affects estimation of and inferences drawn from time series intranational conflict-cooperation models. Specifically, I seek to determine if temporal aggregation impacts empirical assessments of state and dissident interactions.   The next section familiarizes the reader with internal conflict-cooperation literatures and posits testable hypotheses. In the following section, I explain how I intend to assess the sensitivity of different levels of temporally aggregated data on empirical conclusions.  
3.    Internal Conflict and Cooperation Theoretical Arguments

As an internal political conflict scholar, I am interested in explaining broad patterns of state and dissident behavior. To do so, I simplify the world into two actors.
 Imagine a political struggle between a dissident group (D) and a ruling-government (G), in which each actor’s primary goal is to impose its preferred policy position on society. I conceive of the two actors (D and G) as opponents of one another; each poses a threat to the other’s longevity.  Both actors have different opinions about how to construct and implement public policies and both act to impose their interests on society and/or defend their policy positions. To impose and defend their positions, each actor chooses a particular action from a larger set of possible actions (along a cooperation-conflict continuum) to employ against the opponent. When selecting what action to pursue against the opponent, what do states and dissidents consider? Do actors simply maintain the status quo pursuing the same actions as they have in the past
 or do actors reciprocate one another’s behavior? To reciprocate means for actors to respond to one another and roughly match one another’s levels of behavior. Do such relationships exist between state and dissident actors?

Both theoretically and empirically, the literature reports inconsistent linear relationships between state and dissident behavior. I begin with literature that focuses on how dissidents react to state repression.
 On the one hand, the resource mobilization and political process schools argue that repression imposes costs on opposition groups, which inhibits their ability to mobilize resources and supporters (Tilly 1978, McAdam 1982). Thus, repression should deter dissent. Proponents of the rational choice school, similarly argue that repression increases an individual’s costs to participate in collective action and also hypothesize that repression deters dissent. On the other hand, psychological theories posit that repression acts as a catalyst in initiating mobilization (Gurr 1970) and Hibbs (1973) empirically shows that coercion escalates protest. 

What does the literature say with respect to state responses to dissidents?  Moore (2000, 120) examines states’ responses to dissident behavior and finds that states substitute accommodation for repression and repression for accommodation whenever either action is met with protest. Moore’s (2000) analyses show that some states (Peru and Sri Lanka) are sensitive to costs imposed on them by dissidents and respond with tactics that are effective. Contrary to Moore, Francisco (1995) reports contradictory findings. In some cases protest spurs repression and in other cases protest suppresses repression. 

For the purposes of this study, I choose to posit a few general hypotheses that come from this literature and that we can test using event data. I begin by hypothesizing that both states and dissidents respond to one another’s actions and reactions (i.e., cause or drive one another’s behavior). We should see that states respond to dissident behavior and that dissidents respond to state behavior. In addition, we should see that states respond to their own past behavior and that dissidents respond to their own past behavior. Goldstein and Freeman (1990, 23) refer to this phenomenon, “policy inertia.”


Next, I put forth two opposing hypotheses that, again, apply to both actors. First, I hypothesize that when one actor increases its levels of cooperation, the other actor increases its levels of cooperation (escalation hypothesis). That is, a positive linear relationship exists between the two actors’ behavior. 
  Finally, the opposing deterrent hypothesis, hypothesizes that an increase in one actor’s cooperative behavior will lead to the other actor decreasing its levels of cooperation (i.e., increasing conflict). 

I test these hypotheses using multi-equation time series techniques and intranational event data.  I aggregate the event data over multiple levels of aggregation and compare the findings across levels to examine the effects that aggregation has on statistical inference. I choose to test these hypotheses in the contexts of Afghanistan and Colombia. I discuss issues of case selection along with data, model, and estimation issues in the next section. 
4    Research Design

4.1     Case Selection
I empirically test the above hypotheses by analyzing two different event data sets. I do so for three reasons. First, I choose to examine both Afghanistan (1989-1999) and Colombia (1983-1992) because each country experienced civil conflict between domestic social actors and the ruling government. Thus, each case provides varying state and dissident actions and reactions to study. 
Second and most importantly, the comparative analysis rules out that the differing results across units of aggregation are artifacts of one particular case. That said, the purpose of the statistical analyses that follow is to examine whether or not parameter estimates are affected by the temporal unit in which the data are aggregated. The purpose is not to show that Afghanistan state/dissident behavior is similar or dissimilar to Colombia state/dissident behavior.  
Finally, each data set is collected under a different coding scheme by a different project. The Colombia data come from the IPI
 project and the Afghanistan data come from the KEDS
 project. While the IPI data are coded by human coders using an ordinal scheme that contains ten general categories of cooperation and ten general categories of hostility (Leeds, Davis, Moore, and McHorney, 1995), the KEDS project developed a machine coding procedure that converts English language reports into event data by assigning particular numerical codes to actors, targets, and verbs. The codes for the verbs are based on the WEIS coding scheme.
  To use statistical techniques, such as regression, both the IPI and WEIS event codes must be transformed into an interval-like measure of conflict-cooperation. Goldstein (1992) surveyed international relations faculty to assign interval conflict (below zero to -10.0) and cooperation (above zero to 8.3) weights to the WEIS event categories. Shellman (nd) followed Goldstein and surveyed expert domestic conflict scholars to produce an interval-like scale of conflict-cooperation for the IPI event data, where positive numbers indicate cooperation (>0 to +84.06) and negative numbers indicate hostility or conflict (<0 to -90.71). Therefore, while each project codes events differently both the raw IPI and KEDS data sets were converted into weighted interval-like data. A final difference between the datasets includes what was actually coded. While both projects coded Reuters news wires, the IPI project coded the entire story, whereas KEDS only coded the lead sentence. I selected the cases across these dimensions in an effort to reduce the probability that the results are artifacts of having studied a particular case or used a specific data generating scheme. 
4.2    Aggregation

The main purpose of the paper is to assess the impact of different units of temporal aggregation on inference.  Both the IPI and KEDS events data use the day as the unit of observation.  Therefore, the smallest temporal unit of aggregation that one could select with these data is the day.  As such, I aggregate the data using the day.  In addition, I aggregate over both the month and the quarter.  Each series is depicted in Figure 1 and Figure 2.
 The series for each case are rather different looking across aggregation units, though there is definitely a resemblance among the daily, monthly, and quarterly series for each actor in each case.  In particular, one can see how information is lost as we move from the daily series to the quarterly series. Yet all series are composed from a single set of information.  These figures drive home the point that there may be risk to aggregating data without careful thought.  However, the question remains: do these different data produce different inferences?

4.3    The Model


From the proposed hypotheses, we want to know if states and dissidents react to one another’s actions, if their own past behavior drives their own future behavior, or if actors react to one another and predicate future behavior on their previous actions. Specifically, if we do find that actors respond to one another, in what ways (i.e., increase or decrease conflictual behavior) does state behavior influence dissident behavior and dissident behavior influence state behavior? To answer these questions and assess the sensitivity of results to temporal aggregation, I specify an unrestricted two-actor vector autoregression (VAR) system of equations depicted here.
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 The VAR methodology entails little more than determining the appropriate variables to include in the system and determining the appropriate lag length (Enders 1995, 301). According to Enders (1995, 301), “the goal is to find the important interrelationships among the variables.” I am interested in the relationship between state behavior and dissident behavior. Thus, I include those two variables (St and Dt) in the system of equations. I define each actor’s behavior toward each other as a time series variable, then regress each one’s behavior (at time t) on its own recent past behavior and the recent past behavior of the other variable/actor. To specify the appropriate lag length, I estimated a series of VARs using a variety of lag lengths. I then compared the Schwartz Bayesian Criterion (SBC) from each model. 
  I chose the lag length that produced the smallest SBC across the various models. I began with lag lengths of 30 for the daily data, but settled on two lags for both Afghanistan and Colombia. For the monthly data, I began with lags of up to 15 but quickly reduced the lag length to only one in the Afghan case and to two in the Colombia case. Finally, for the quarterly data I began with lags of 6 (as recommended by Enders (1995, 301)) but ultimately settled on a lag length of only one for each case. I discuss estimation next.
4.4    Estimation 
Because both equations (1.1 and 1.2) have identical right-hand terms that consist of predetermined variables, ordinary least squares (OLS) estimates are unbiased and asymptotically efficient.  However, there are other statistical problems encountered when estimating a VAR system of equations. One must address each of the following problems when estimating a VAR.

The first problem concerns regressing one nonstationary series on another nonstationary series. Doing so may produce a spurious relationship between two variables. In other words, we may commit a Type I error and falsely reject the null hypothesis. Therefore, we must check each time series that enters the VAR to see if it is stationary.  I performed augmented Dickey-Fuller (ADF) tests on each temporal series in each VAR. A summary of the results is reported in Table 2.  

To begin, the results of the ADF tests corroborate Pierse and Snell (1995) who find that unit roots are invariant to temporal aggregation. Surveying Table 2, we see that each series is stationary across levels of aggregation with one exception, the quarterly Colombian dissident series. Since only one of the series is nonstationary, I run each VAR in levels (as opposed to differences). Both Sims (1980) and Doan (1992) recommend against differencing even if the variables contain a unit root. They argue that the goal of VAR is to uncover relationships among variables, not to produce meaningful parameter estimates. This leads us into our second problem. 
Table 2

Augmented Dickey-Fuller (ADF) Test Statistics and Significance Levels1
	
	
	Afghanistan (KEDS)
	Colombia (IPI)

	Temporal Unit
	Actor
	ADF Test Statistic
	5% MacKinnon Critical Value
	ADF Test Statistic
	5% MacKinnon Critical Value

	Days
	Dissident
	-24.02*
	-3.41
	-15.53*
	-3.41

	
	State
	-25.93*
	-3.41
	-27.23*
	-3.41

	Months
	Dissident
	-5.51*
	-3.45
	-4.07*
	-3.45

	
	State
	-5.69*
	-2.89
	-5.14*
	-2.89

	Quarters
	Dissident
	-4.33*
	-3.53
	-1.81
	-3.55

	
	State
	-4.12*
	-2.94
	-6.19*
	-4.23


1 All models were run with and without trend and drift. The reported values were obtained from specifications, which included both an intercept and a trend. The lag length for each ADF test was chosen using the Schwartz Bayesian Criterion (SBC).  

* Indicates that we can reject the hypothesis of a unit root at the 5% significance level. 


A second problem concerns the effect that multicollinearity among the independent variables has on coefficient tests of statistical significance. Because the regressors are likely to be collinear, the t-tests on individual coefficients are not reliable (Enders 1995, 301). Therefore, I conduct block exogeneity tests (i.e., joint F-tests) to determine whether lags of one variable cause other variables in the system.
 To assess the direction of each relationship uncovered, I use vector moving average (VMA) methodology and plot the impulse response functions (IRFs). Just as an autoregression has a moving average representation, a VAR may be written as a VMA, in that the variables (St and Dt) are expressed in terms of their current and past values of the two shocks to the system (i.e., eSt and eDt).
  Plotting the coefficients of the impulse response functions visually allows one to represent the behavior of the St and Dt series in response to various shocks. The simulations provide information on both the size and direction of the impact of both the endogenous and exogenous series, and thus provide information as to whether states’ and dissidents’ behavior is best characterized as policy inertia, reciprocity, or both. 
5    Results

I present the results in three forms. To begin, the coefficient estimates are reported in Tables 3 and 4 along with the joint F-statistics and Granger Causality tests. The impulse response functions are presented in Figure 3. I begin with a discussion of how temporal aggregation affects inferences based on the coefficient estimates and block exogeneity tests. 
Table 3

                 VAR Coefficients and Block Exogeneity Tests: Afghanistan, 1989-1999
	
	Days
	Months
	Quarters

	Variable
	Dt
	St
	Dt
	St
	Dt
	St

	St-1
	.01

(.021)
	.06*

(.02)
	-.03

(.09)
	.05

(.09)
	.22

(.08)
	.05

(.17)

	St-2
	.03

(.02)
	.06*

(.02)
	–
	–
	–
	–

	Dt-1
	.09*

(.016)
	.01

(.012)
	.12

(.089)
	.06

(.087)
	.08

(.47)
	.45

(.34)

	Dt-2
	.07*

(.016)
	.02

(.012)
	–
	–
	–
	–

	R2
	.01
	.01
	.01
	.01
	.16
	.05

	
	Joint F-Tests
	Joint F-Tests
	Joint F-Tests

	St-1 = St-2 =0
	1.25
	15.89*
	–
	–
	–
	–

	Dt-1 = Dt-2 =0
	29.08*
	2.62*
	–
	–
	–
	–

	SBC
	8.56
	7.12
	6.17

	N
	3862
	126
	41


S and D are state behavior and dissident behavior respectively. The dependent variables are across the top and the independent variables appear in column one. All models are run with constants but those coefficients do not appear in the table. The lag lengths were specified using the Schwartz criterion (SBC).

* Indicates significant at the 5% level (one tailed test). 

 Table 4

                  VAR Coefficients and Block Exogeneity Tests: Colombia, 1983-1992
	
	Days
	Months
	Quarters

	Variable
	Dt
	St
	Dt
	St
	Dt
	St

	St-1
	.02

(.03)
	.05*

(.018)
	.41*

(.165)
	.08

(.110)
	-.009

(.316)
	.25

(.206)

	St-2
	-.05*

(.03)
	.00

(.018)
	-.02

(.167)
	.021

(.110)
	
	

	Dt-1
	.13*

(.018)
	.05*

(.011)
	.03

(.109)
	-.08

(.07)
	.27

(.212)
	.07

(.138)

	Dt-2
	.08*

(.018)
	.00

(.011)
	.19*

(.105)
	.11

(.070)
	
	

	R2
	.03
	.01
	.04
	.10
	.06
	.10

	
	Joint F-Tests
	Joint F-Tests
	Joint F-Tests

	St-1 = St-2 =0
	1.53
	3.29*
	3.19*
	.27
	–
	–

	Dt-1 = Dt-2 =0
	38.15*
	10.86*
	1.69
	1.65
	–
	–

	SBC
	14.86
	15.21
	13.75

	df
	3455
	112
	37


See the information at the bottom of Table 2 for clarifications on Table 3.

* Indicates significant at the 5% level (one tailed test). 

5.1    Coefficients and Block Exogeneity Tests

As mentioned above, the t-statistics may not be reliable due to collinearity among the regressors. However, a few of the specified models only contain one lag. In this instance, we can directly interpret the coefficient of the single lag. In the case that the model specifies multiple lags, we look to the block exogeneity tests to identify the reciprocal and policy inertia processes. 

We begin by examining the Afghanistan results in Table 3. Looking at the daily dissident equation, where Dt is the dependent variable, we see that dissidents are only responding to their own past behavior (i.e., we can reject the null that δ21 (coefficient for  Dt-1) is equal to δ22 (coefficient for Dt-2) is equal to zero), which supports the policy inertia hypothesis. In contrast, the monthly and quarterly data produce no such effect. Similarly, at the daily level, we conclude that states respond to their own past behavior and the previous behavior of the dissidents. Dissident behavior is said to Granger cause state behavior (F = 2.62). However, the t-statistics are insignificant for both one period lags of state behavior and dissident behavior across the monthly and quarterly series. Thus, in Afghanistan we seem to report statistically significant relationships at the daily level that do not exist at the monthly and quarterly levels. 


Moving to Colombia, the daily series indicates the same relationships that held at the daily level in Afghanistan. The dissident series is characterized as policy inertia (F = 38.15) while the state series is affected by both policy inertia (F = 3.29) and responses to dissident behavior (F = 10.86). In contrast, at the monthly level, we find that state behavior Granger causes Colombian dissident behavior (F = 3.19), that Colombian dissident behavior cannot be characterized by policy inertia, and that state behavior is neither impacted by policy inertia nor dissident behavior. In other words, we draw diametrically opposed conclusions using the daily Colombian data versus the monthly Colombian data. Finally, neither quarterly series seems to be affected by past behavior of either actor. 

To begin, the findings support Sims (1971), Wei (1982), and Weiss (1984), in that we do not infer the same “causal” relationships across temporal units of aggregation. Second, we see that as we move from lower levels (days) to higher levels (quarters) of temporal aggregation, R2 generally increases. This finding supports Zellner and Montmarquette (1971). Finally, the results support Goldstein (1991), Goldstein and Pevehouse (1997), Franzosi (1995), and Shellman (nd), in that, as we move from lower (days) to higher (quarters) levels of aggregation, relationships are masked and unexposed.  Perhaps aggregation may account for some of the mixed findings in the repression-dissent literature. This will remain to be seen until scholars go back and replicate work using different temporal units of aggregation. Before concluding, I examine the impulse response functions to uncover the direction of relationships and note the discrepancies across levels of aggregation.         

5.2    Impulse Response Functions
The impulse response functions are used to conduct simulations where one of the variables is shocked and the response of each of the other variables is traced over a given number of time periods. However, since one cannot identify the structural equations and must move to the reduced form equations using direct substitution (see note 12), I must impose an additional assumption on the variables. Using the Choleski decomposition, it is possible to constrain the system such that the contemporaneous value of St does not have a contemporaneous effect on Dt. Doing so means that an
[image: image4.wmf]St

e

shock does not have a direct effect on Dt. However, there is an indirect effect in that the lagged values of St that affect the contemporaneous value of Dt (Enders 1995, 307). This implies an ordering of the variables, where Dt is prior to St. The reported impulse response functions order the variables in this fashion.
 

Figure 3 illustrates the IRFs. The first row depicts the Afghanistan IRFs and the second row illustrates the Colombia IRFs. Within each larger cell, the upper left and lower right graphs indicate one actor’s response to itself, while the upper right and lower left graphs indicate one actor’s response to the other actor. Each graph represents what happens when I introduce a one standard deviation shock to one of the variables. The Y-axis represents an actor’s behavior on a conflict-cooperation scale. Though the Shellman (nd) and Goldstein (1992) scales differ, conflict is represented by negative values and cooperation is represented by positive values. The X-axis represents an actor’s response to a shock. In this study, a shock constitutes an increase in one actor’s cooperation level. The dotted lines are confidence bounds. When a confidence bound contains zero, we cannot reject the null hypothesis of no impact. I discuss the general trends below. 

To begin, one should note that each series decays rather quickly due to the stationarity of the series. The dynamics of conflict-cooperation are affected by political events in the short-run, but any effect on current conflict-cooperation will pass quickly. As DeBoef (2000, 12) states, “This is the defining characteristic of a stationary series; shocks to a stationary process will dissipate, and do so relatively quickly, so that the series will return to its mean.” In each IRF, we see that the confidence bound contains zero by period 2.  

A quick survey of the IRFs suggests that there are no sign changes across aggregations. If there is a significant response, it is positive. The positive responses support the backlash or escalatory hypothesis. Because cooperation is positive, this may seem odd. However, if we were to introduce a negative shock, we would see a reversal of the IRF. The actor would respond in a conflictual or negative manner. Nevertheless, for our purposes, as a one unit standard deviation of cooperation is introduced, the actor responds with cooperation. For example, with regard to the Afghan IRFs, we see that dissidents respond to dissident cooperation with cooperation across all three IRFs. Similarly, the state responds with increasing cooperation to state cooperation. In contrast, virtually no relationship exists between Afghan states and dissidents.  


With regard to the Colombian data, observe the lower left IRF in quadrant C1, in which states are responding to dissidents. In this instance we see that the state becomes more cooperative as dissidents become more cooperative. We observe this same effect in the Colombian monthly data and the Quarterly data. As far as the Colombian dissidents responding to the state, we only pick this relationship up in C2 (upper right IRF). There is no initial response, but by period 2, the dissidents are increasing cooperation levels.  

With regard to the impulse response functions, there does not seem to be much variation across the temporal units of aggregation.

In short, the temporal aggregation of intranational event data seems to affect block exogeneity tests and coefficient estimates, but does not seem to affect impulse response functions much.  
6    Conclusion

I conclude with a reflection of how these results influence potential research. I begin by addressing ways in which to improve time series analyses and discuss the implications of aggregation choice for future research.  Marcellino (1999, 134) argues that 

Theoretical economic models rarely specify the temporal frequency—a serious drawback, particularly when these models aim at characterizing the temporal evolution of certain variables or phenomena.  Hence, care should be taken when economic theory is used to support the results of empirical analysis with temporally aggregated data, or vice versa.
The same applies to domestic conflict scholars. Rarely, do internal conflict scholars have a theory about the temporal frequency of conflict and cooperation between actors in a given case. Marcellino emphasizes better theory. The advice to develop better theory is of course good advice, but it is unlikely to inspire better theory.  I suspect that scholars are already working as hard as they can to produce strong theory.  

Alternatively, Freeman (1989) recommends that one should conduct robustness checks across alternative levels of aggregation, but recognizes that data limitations make that difficult in many circumstances.  I echo Freeman and call for scholars to check their findings across multiple units of temporally aggregated data. The message from this study is that inferences are affected by aggregation decisions. Therefore, one should examine the sensitivity of results across various units of aggregation when assessing the tenability of knowledge claims founded in time series econometric studies. More weight should be given to results that hold across multiple levels of aggregation. Regardless, first and foremost, I would encourage scholars to consult theory when choosing a temporal unit of aggregation.

It seems to me that one might argue that the news cycle iterates in twenty-four hour cycles (at least it used to).  As such, perhaps the day is the ‘natural unit of temporal aggregation’ for events data.  This strikes me as the most defensible argument with respect to the available temporal units from which one might select, but daily aggregation troubles me.  The problem is that most events data with which we are familiar contain a large portion of days where ‘nothing happens.’  That is, on the majority of days in any given sample, neither the state nor the dissidents took action against one another.  In this situation, most scholars assign a value of 0 to the behavior of each actor toward the other.
  This is not, in and of itself, disturbing. However, when one is working with theories about the reciprocal interaction of two actors, introducing observations that have the same value (in this case, both observations have a value of 0) introduces bias in favor of theories that propose a reciprocity argument. This said, maybe we should explore the utility of sequential models, and abandon the use of discrete time metrics in our time series analyses of conflict-cooperation processes. Some scholars (e.g., Dixon 1988, Moore 1998, Moore 2000) have done this and have had success in understanding actors’ responses to one another’s actions. These scholars argue that if we wish to study action and reaction processes, we must analyze the sequential responses of actors to one another. Perhaps, this is the route to go if we wish to study action and reaction relationships. Nevertheless, I call for theory to specify temporal frequency, when possible, and when not possible, to always check the robustness of your findings across multiple units of temporal aggregation.    
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Figure 1: Comparing the Series for Colombia across Units of Temporal Aggregation
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Figure 2: Comparing the Series for Afghanistan across Units of Temporal Aggregation
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Figure 3: Impulse Response Functions
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� Such projects include: Cooperation and Peace Data Bank – COPDAB, World Events Interaction Survey – WEIS, Integrated Data for Events Analysis – IDEA, Protocol for the Assessment of Nonviolent Direct Action – PANDA, Intranational Political Interactions Project - IPI)


� See Azar (1980), Goldstein (1992) and Shellman (nd) for a more detailed discussion of the first issue related to conflict-cooperation scales.


� I later discuss that the Afghanistan data come from the Kansas Event Data System (KEDS) and are machine coded and the Colombia data come from the IPI project and are human coded. 


�  That is, the behavior of the actor toward the target.  Events (actors’ behavior) are given a particular code and many researchers then assign a weighted intensity value that falls somewhere on a cooperation-conflict continuum to such codes (See Azar 1982, Goldstein 1992, and Shellman nd). 


�  In data on contentious politics this usually means the day, month, and year, but in other disciplines (e.g., social psychology) this might be the second, minute, and hour.


� This is not uncommon. See Moore (1998, 2000), Lichbach (1984, 1987), and Chong (1991).


� Goldstein and Freeman (1990, 23) call this phenomenon, “policy inertia.”


� In addition to the literature discussed, one should see Lichbach (1984, 1987), Lee, Maline and Moore (2000), Davenport (1995), Krain (2001), and Francisco (1996) for theoretical and empirical studies addressing the interrelationships between government and dissident behavior.  


� St is a positive function of Dt and Dt is a positive function of St. Note that because the relationship is linear, increased conflict should induce reciprocated conflict. 


� To learn more about the IPI project, please see � HYPERLINK "http://garnet.acns.fsu.edu/~whmoore/ipi.html" ��http://garnet.acns.fsu.edu/~whmoore/ipi/ipi.html�.


� To learn more about the KEDS project, please see � HYPERLINK "http://www.ukans.edu/~keds/" ��http://www.ukans.edu/~keds/�.


� See "World Event/Interaction Survey (WEIS) Project, 1966-1978," ICPSR Study No. 5211.


� In addition, I examined the correlograms for each series. Each tended to follow an AR (1) or AR (2) process. These processes are evident when specifying the lag lengths (see Tables 3 and 4 for lag specification). The correlograms are available from the author upon publication in the replication data set.


� The structural equations (not depicted here) represent each variable as a function of both current and lagged values of itself and the other variable. However because of the contemporaneous feedback between St and Dt, the structural equations cannot be estimated directly. St is correlated with the error term � EMBED Equation.DSMT4  ��� and Dt with the error term � EMBED Equation.DSMT4  ���. Standard regression techniques require that the regressors be uncorrelated with the error terms. Thus, I transform the structural equations into reduced form equations using substitution.


� As such, all dissident groups are aggregated together to form one dissident actor’s behavior, and all state actors are aggregated together to form one state actor’s behavior. Again this is not uncommon (see Moore (1998, 2000) and Francisco (1995, 1996)).


� One calculates the SBC for a VAR system in the following manner:� EMBED Equation.DSMT4  ���


where T equals the total number of usable observations, � EMBED Equation.DSMT4  ���= the determinant of the variance/covariance matrix of the residuals and N = the total number of parameters estimated in all equations.  Note that the formula differs for single equation models (see Enders 1995, 88 and 315). 


� Some scholars are not content with the word causality. Perhaps a better way to state the test is to see if one variable precedes another in time. 


� See Enders (1995, 305) for complete specification.   





� When I reversed the order and checked the results, the IRFs were stable across the different orderings. Though some differences exist when the dependent variables are placed in the reverse order, the inference one draws across levels of aggregation is the same. 





� For example, it makes sense to analyze budgets made every year in annual units. Alternatively, it is a bit fuzzier to construct appropriate temporal units of aggregation for state and dissident behavior. 


� As an example, in the Afghanistan data the ‘dissidents to state’ variable has a value of 0 in roughly 75% of the cases in the daily data; 13% of the cases in the monthly data; and 2% of the cases in the quarterly data.  
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