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Root mean square errors of predictive models for unresolved score (Research Question 2)
We evaluated the models’ predictive performance by comparing the root mean square errors (RMSE). As seen in Table S3.1, the support vector machine (SVM) with a polynomial kernel showed the best performance (lowest RMSE) for predicting unresolved score. However, as the RMSE only provides an overall indicator of model performance and does not distinguish between different dimensions of performance (e.g., precision and sensitivity), it is insufficient as an indicator of how well the models can differentiate interviews with and without an unresolved classification. Therefore, we did not use the RMSE to choose a final model.

	Table S3.1
Out-of-Sample Performance of Predictive Models for Unresolved Score

	Model
	RMSE

	Linear regression (ordinary least squares)
	1.119

	Lasso regression
	1.121

	Ridge regression
	1.120

	Multivariate adaptive regression splines
	1.144

	Logic regression
	1.136

	Random forest
	1.133

	Support vector machine: linear kernel
	1.132

	Support vector machine: polynomial kernel
	1.072

	Support vector machine: radial kernel
	1.122


Note. RMSE = root mean squared error, based on out-of-sample prediction.

Evaluating model performance by precision and sensitivity for unresolved classification, all predictive models (Research Question 2)
Figure S3.1 shows the precision for identifying unresolved classification if the thresholds for receiving the classification were set at scores of 3, 5 (the Adult Attachment Interview coding manual’s threshold for unresolved classification), and 7. The highest precision at threshold score 5 was shown by the lasso model: 88% of unresolved classifications identified by the model were actually given unresolved classifications.
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Figure S3.1. Precision for unresolved classification by threshold unresolved scores of 3, 5, and 7. Note: at threshold score 7, the SVM with a radial kernel, the logic regression model, and the random forest did not identify any unresolved classifications, hence the missing data points.

Figure S3.2 shows the sensitivity for identifying unresolved classification at threshold unresolved scores of 3, 5, and 7. The highest sensitivity at threshold score 5 was achieved by  the SVM with a polynomial kernel. 50% of participants classified as unresolved were correctly identified by the model.
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Figure S3.2. Sensitivity for unresolved classification by threshold unresolved scores of 3, 5, and 7.


Evaluating model performance by precision and sensitivity for infant disorganised attachment, all predictive models (Research Question 3)
Figure S3.3 shows the precision for identifying infant disorganised attachment classification if participants’ threshold unresolved score for infants being classified as disorganised would be 3, 5, and 7. The highest precision at threshold score 5 (the Adult Attachment Interview coding manual’s threshold for unresolved classification) was achieved by the logic regression model: 36% of infant disorganised attachment classifications identified by the model were true classifications.
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Figure S3.3. Precision for infant disorganised classification by threshold unresolved scores of 3, 5, and 7. Note: at threshold unresolved score 5, the logic regression model, random forest, SVM with a polynomial kernel, and the SVM with a radial kernel did not identify any infant disorganised attachment classifications, hence the missing data points.
Figure S3.4 shows the sensitivity for identifying infant disorganised classification at threshold unresolved scores of 3, 5, and 7. The highest sensitivity at threshold score 5 was shown by the random forest: 27% of infants classified as disorganised were correctly identified by the model.
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Figure S3.4. Sensitivity for infant disorganised classification by threshold unresolved scores of 3, 5, and 7.



The association between unresolved other trauma and infant disorganised attachment classifications (Research Question 4)
Multilevel logistic regression analysis was used to test the association between unresolved other trauma scores and infant disorganised attachment classifications. An unconditional means model was estimated with infant disorganised attachment classification as the outcome variable. The model fit did not significantly improve when unresolved other trauma scores were included as an independent variable (χ2(1) = 0.23, p = 0.634), and unresolved other trauma was not significantly associated with infant disorganised attachment (B = 0.04, SE = 0.09, p = 0.631). In contrast, the model fit significantly improved when unresolved scores were added (χ2(1) = 5.63, p = 0.018). Unresolved scores were significantly associated with infant disorganised attachment classification (B = 0.10, SE = 0.04, p = 0.017), and unresolved other trauma remained a non-significant predictor of infant disorganised attachment.
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