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#### Abstract

This paper develops a theory of footing in Harmonic Serialism (HS; Prince \& Smolensky 1993/2004; McCarthy 2000, 2016) where Con contains only directionally evaluated constraints (Eisner 2000, 2002; Lamont 2019, 2022, in prep.). Directional constraints harmonically order candidates by the location of violations rather than the total number of violations. A central result of adopting directional evaluation is that the constraint $\operatorname{PaRSE}(\sigma)$ not only motivates iterative footing but also determines where feet surface. This obviates the need for alignment constraints (McCarthy \& Prince 1993; McCarthy 2003; Hyde 2012a, 2016), which determine where feet are parsed in HS with constraints that count loci (Pruitt 2010, 2012). The theory uses fewer constraints, is empirically adequate, and makes more restrictive predictions than HS with counting constraints and parallel Optimality Theory (Prince \& Smolensky 1993/2004) with directional constraints.
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## 1. Introduction

This paper develops a theory of footing in Harmonic Serialism (HS; Prince \& Smolensky 1993/2004; McCarthy 2000, 2016) where Con contains only directionally evaluated constraints (Eisner 2000, 2002; Lamont 2019, 2022, in prep.). Directional constraints harmonically order candidates by the location of violations rather than by the total number of violations. A central result of adopting directional evaluation is that the constraint $\operatorname{Parse}(\sigma)$ not only motivates iterative footing but also determines where feet surface. This obviates the need for alignment constraints (McCarthy \& Prince 1993; McCarthy 2003; Hyde 2012a, 2016), which determine where feet are parsed in HS with constraints that count loci (Pruitt 2010, 2012). The theory uses fewer constraints, is empirically adequate, and makes more restrictive predictions than HS with counting constraints and parallel Optimality Theory (OT; Prince \& Smolensky 1993/2004) with directional constraints. Standard OT constraints evaluate candidates by counting their total number of loci, mapping candidates or input/candidate pairs onto violation counts, which are concatenated into violation vectors according to constraint ranking. Whichever candidates' violation vectors are lexicographically minimal are optimal. Instead of counting loci, directional constraints record where they occur relative to the input (Eisner 2000,2002 ). This is realised by mapping input/candidate pairs onto violation vectors, with as many positions as there are segments in the input. ${ }^{\text {a }}$ A violation is recorded in the vector if the candidate has a locus at the corresponding location. Violation vectors are concatenated according to constraint ranking and ordered lexicographically. Under directional evaluation, candidates with distinct loci are not harmonically equivalent, even if they have the same total number of loci. Consequently, directional constraints eliminate problematic ties (see Lamont 2022 for discussion) and empower HS to model iterative processes such as feature-spreading with locally defined constraints (Lamont 2019, 2021), obviating mechanisms such as Share constraints (McCarthy 2010; Mullin 2011). As a concrete example, consider the constraint Agree(nasal), which penalises adjacent segments with different specifications of the feature [nasal]. This constraint cannot motivate iterative nasal spreading in HS if it counts loci (Pater et al. 2007), as the tableau in (1) illustrates. Nasalisation replaces the faithful locus [ma] with the unfaithful locus [ãw] and does not improve on Agree(nasal) (1b). *Link(nasal) disprefers the unfaithful candidate, and the derivation converges on [mawa] (1a).
(1) Agree (nasal) cannot motivate iterative nasalisation in $H S$ if it counts loci (hypothetical form)

[^0]| /mawa/ | AGREE(nasal) | ${ }^{*}$ LinK(nasal) |
| :---: | :---: | :---: |
| a. mawa | 1 |  |
| b. mãwa | 1 | W 1 |

Under directional evaluation, Agree(nasal) does distinguish between the loci [ma] and [ãw], because they appear at different positions relative to the input, as in the tableau in (2), which illustrates the hypothetical derivation mapping /mawa/ onto [mã̃̃ã]. The arrows along the left side of the tableau indicate that the output of one step is the input to the next. In this example, the input to each step contains four segments, and the constraints Agree(nasal) and *Link(nasal) map candidates onto violation vectors of length 4. These vectors range from 0000 with no violations to 1111 with a violation at every position. The superscript right arrows $\Rightarrow$ indicate that both constraints are evaluated left-to-right, meaning that loci are strictly worse than their successors. Accordingly, moving the locus of Agree(nasal) one position to the right in each step of the derivation is harmonically improving. For example, in the first step, AGREE(nasal) assigns the violation vector 0100 to the faithful candidate (2a),
 the unfaithful candidate (2b). As discussed below, violations are assigned to the rightmost segment of loci under left-to-right evaluation. By the end of the derivation, the entire string is nasalised (2f).
(2) Progressive nasalisation is harmonically improving when Agree (nasal) is evaluated left-to-right (hypothetical form)

| /mawa/ | AGREE(nasal) ${ }^{\text {a }}$ | ${ }^{*}$ LINK(nasal) ${ }^{\text {a }}$ |
| :---: | :---: | :---: |
| a. mawa | $\begin{array}{lc} \hline \text { W } & 1 \\ \hline \end{array}$ | L |
| b. mãwa | $\begin{gathered} 1 \\ 1234 \\ \hline \end{gathered}$ | 1 1234 |
| c. $\begin{array}{r}\text { mãwa } \\ 1223\end{array}$ | $\begin{array}{lc} \hline \hline \text { W } & 1 \\ & 1234 \\ \hline \end{array}$ | L |
|  | $\begin{array}{r} 1 \\ +234 \\ \hline \end{array}$ | $\begin{gathered} 1 \\ 1234 \\ \hline \end{gathered}$ |
| e. mãwa | $\begin{array}{lr} \hline \text { W } & 1 \\ \hline \end{array}$ | L |
| f. mãw̃ã |  | $\begin{array}{r} 1 \\ 1234 \end{array}$ |

Under right-to-left evaluation, pushing loci rightward is not harmonically improving, as the tableau in (3) illustrates. The faithful candidate (3a) is assigned the violation vector 0001, which is smaller than the vector 0010 assigned to the unfaithful candidate (3b). Under right-to-left evaluation, violations are assigned to the leftmost segment of loci.
(3) Progressive nasalisation is not harmonically improving when Agree (nasal) is evaluated right-to-left (hypothetical form)

| /mawa/ | AGrEE(nasal) ${ }^{\leftarrow}$ | *LINK(nasal) ${ }^{\text {a }}$ |
| :---: | :---: | :---: |
| a. $\quad \begin{gathered}1234 \\ 12\end{gathered}$ | 4321 |  |
| b. $\quad \begin{array}{ll}\text { mãwa } \\ 12 & 2\end{array}$ | $\begin{array}{ll} \hline \mathrm{W} & 1_{432} \\ \hline \end{array}$ | $\begin{array}{ll} \hline W & 1_{1234} \end{array}$ |

Violations are assigned to the opposite edge of loci (i.e. the rightmost/leftmost segment of loci under left-to-right/right-to-left evaluation), to prevent nonconvergent derivations such as (4). In this tableau, Agree(nasal) assigns a violation to every position that a locus occupies, not just its rightmost segment. Consequently, folding loci into fewer positions is harmonically improving, and derivations may insert an infinite number of segments.
(4) Infinite epenthesis via locus folding


Assigning violations to the opposite edge of loci solves the problem, because epenthesis is not harmonically improving unless it removes a locus or shifts the entire locus further to the right. This is illustrated in the tableau in (5) (see Lamont (in prep.) for discussion).
(5) Locus folding is not harmonically improving with opposite edge violations

| /mawa/ |  | nasal) | DEP $\Rightarrow$ |  |
| :---: | :---: | :---: | :---: | :---: |
| a. $\quad \operatorname{mawa}_{12}^{1} 234$ | $\begin{gathered} 1 \\ 1234 \\ \hline \end{gathered}$ |  |  |  |
| b. $\operatorname{maxama}_{112}$ | W | $1_{1234}$ | W | $\begin{aligned} & 1234 \end{aligned}$ |

Whether constraints are evaluated directionally is independent of whether GEN is restricted, as in HS, or unrestricted, as in parallel OT (see Finley 2008 for a theory of vowel harmony in parallel OT with directional constraints). By restricting GEN, HS with constraints that count has been shown to avoid global effects produced by parallel OT (McCarthy 2006, 2008a), and these benefits extend to HS with directional constraints. For example, Wilson (2003: 64-65) demonstrates that parallel OT with directional constraints produces unattested non-local blocking effects, or sour grapes, as the tableaux in (6) illustrate. As in (3), Agree(nasal) is evaluated right-to-left. Consequently, progressive nasalisation is harmonically improving only when it removes a locus, such as when nasalisation spreads to the end of the word, as in (6a.iv). Partial progressive nasalisation is impossible, because the unfaithful locus is strictly worse than the faithful locus. Thus, when total nasalisation is blocked - for example by
the presence of a fricative (6b.v) - no nasalisation occurs (6b.i). An HS grammar with these constraints predicts that nasalisation should spread up to the fricative /mawas/ $\rightarrow$ [mãw̃ãs], which is attested (see Walker 2011 for examples).
(6) Non-local blocking in parallel OT with directional constraints (unattested)
a. Nasalisation spreads unboundedly...

| /mawa/ | ${ }^{*}$ NASALFRIC ${ }^{\text {a }}$ | AGREE(nasal) ${ }^{\leftarrow}$ | *LinK(nasal) ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: |
| i. mawa |  | W $\quad 1$ | L |
| ii. mãwa |  | W $\quad 1$ | $\mathrm{L} \quad 1$ |
| iii. mã̃a ${ }_{12}$ |  | W ${ }_{4321}^{1}$ | L |
|  |  |  | 111 1234 |

b. ... unless a fricative is present

| /mawas/ | *NASALFRIC ${ }^{\text {a }}$ | AGrEE(nasal) ${ }^{\leftarrow}$ | *Link(nasal) ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: |
| i. mawas |  | $\begin{array}{r} 1 \\ 54321 \end{array}$ |  |
| ii. mãwas |  | $\begin{array}{ll} \hline \mathrm{W} & { }_{54321} \end{array}$ | W ${ }_{12345}^{1}$ |
| iii. mãw̃as |  | $\begin{array}{lc} \hline W & 1 \\ 54321 \\ \hline \end{array}$ | $\begin{array}{ll} \hline \text { W } & 11 \\ \hline \end{array}$ |
| iv. mãพ̃ãs |  | W $\quad 1$ | W $\quad 111$ |
| v. mã̃̃ã $\begin{gathered}12345 \\ 124\end{gathered}$ | $\begin{array}{lr} \hline \mathrm{W} & 1 \\ \hline \end{array}$ | L | $\text { W } \quad \underset{12345}{1111}$ |

Within the domain of footing, global effects manifest as non-local parity effects, whereby some property of footing systematically depends on whether strings contain an even or odd number of syllables. For example, Pruitt (2010, 2012) identifies a pattern of non-local trochaic shortening whereby final heavy syllables (H) are shortened to light syllables (L) only if they are preceded by an odd number of light syllables, as in (7); Alber (2005) discusses additional parity effects in parallel OT. Light-syllable strings are parsed into trochees from right-to-left, leaving unfooted syllables word-initially in odd-parity strings[PG1] (7b). Heavy syllables are either parsed as monosyllabic feet (H) or shortened and parsed into disyllabic feet $/ \mathrm{LH} / \rightarrow[(\mathrm{L} L)]$, avoiding unbalanced trochees * $[(\mathrm{L} H)]$. In $/ \mathrm{L}^{n} \mathrm{H} /$ strings, this is decided in favour of exhaustive footing: if $n$ is even, then a monosyllabic foot is parsed (7c), and if $n$ is odd, shortening occurs $(7 \mathrm{~d})$, avoiding an initial stray syllable $*[\mathrm{~L}(\mathrm{~L} L)(\mathrm{H})]$. A grammar for non-local trochaic shortening is discussed in $\S 4$.
(7) Non-local trochaic shortening (unattested; Pruitt 2010, 2012): final heavy syllables shorten only when preceded by an odd number of light syllables
a. /LLLL/ [(ĹL)(ĹL)]
b. /LLLLL/ [L(ĹL) (ĹL)]
c. $/ \mathrm{LLLLH} / \quad[(\mathrm{L} L)(\mathrm{L} L)(\mathrm{H})]$
d. /LLLH/ [(ĹL)(ĹL)]

As Pruitt demonstrates, this unattested pattern is not replicated in HS. To parse from right to left, the derivation must begin by parsing the rightmost syllable(s) into feet. With locally defined constraints, there is not enough[PG2] information to parse a final heavy syllable correctly into a monosyllabic foot (H) or unbalanced trochee (ĹH), which would be shortened later in the derivation. In a more dramatic illustration of parity effects, Koser \& Jardine (2020) identify a pattern they dub sour grapes stress, wherein strings are exhaustively footed only if they are of even parity (8). Exhaustive parsing is motivated in evenparity strings to satisfy a constraint that penalises unfooted syllables that follow feet. In odd-parity strings, this is impossible without parsing monosyllabic feet, which are banned. As in (6), non-exhaustive footing *[(́夭 $\sigma)(\dot{\sigma} \sigma) \sigma]$ fails to satisfy a markedness constraint and unnecessarily violates constraints on foot form. A grammar for sour grapes stress is discussed in §4.
(8) Sour grapes stress (unattested; Koser 83 Jardine 2020): only even-parity words are exhaustively footed

| a. | $(\dot{\sigma} \sigma)$ | b. | $(\dot{\sigma} \sigma) \sigma$ |
| :--- | :--- | :--- | :--- |
| c. | $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)$ | d. | $(\dot{\sigma} \sigma) \sigma \sigma \sigma$ |
| e. | $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)$ | f. | $(\dot{\sigma} \sigma) \sigma \sigma \sigma \sigma \sigma$ |
| g. | $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)$ | h. | $(\dot{\sigma} \sigma) \sigma \sigma \sigma \sigma \sigma \sigma \sigma$ |

As with non-local trochaic shortening, HS cannot model sour grapes stress with locally defined constraints. After parsing the initial foot, there is not enough[PG3] information to decide whether to continue parsing. These two cases illustrate that HS correctly avoids making unattested predictions made by parallel OT. This paper investigates quantity-insensitive footing in HS with directional constraints, and systematically compares it to footing in parallel OT with directional constraints and HS with counting constraints. I show that directional HS accounts for the same range of empirical phenomena as recent work by Martínez-Paricio \& Kager (2015). I demonstrate further that directional HS is typologically restrictive, producing a strict subset of the languages produced by HS with counting constraints and avoiding parity effects produced in parallel OT with counting and directional constraints. Furthermore, it is a more parsimonious theory in that it requires fewer constraints, notably obviating alignment constraints (McCarthy \& Prince 1993; McCarthy 2003; Hyde 2012a, 2016). The results reported in this paper are supported computationally by software developed to calculate factorial typologies in directional HS. The factorial typologies of directional HS, directional OT, and HS with counting constraints are reported in the supplementary materials. The theory of footing in directional HS is presented in $\S 2$ and applied in a case study of exhaustive bidirectional footing in Waorani in $\S 3$. $\S 4$ presents the factorial typology, and §5 concludes.

## 2. Footing in directional Harmonic Serialism

This section presents the theory of footing in Harmonic Serialism with directional constraints. Operations and constraints are defined in sections 2.1 and 2.2 , respectively.

### 2.1. Operations

Assuming the operation set proposed by Pruitt (2010, 2012), Gen can parse one foot at a time and cannot apply any other operation simultaneously (see also McCarthy 2008b; Torres-Tamarit \& Jurgec 2015; McCarthy et al. 2016; Moore-Cantwell 2016; Topintzi 2016; Breteler 2018; Pruitt 2019). Specifically, GEN can parse a single unfooted syllable into a monosyllabic foot and two adjacent unfooted syllables into a trochee or iamb. (Throughout this paper, trochee and iamb denote only disyllabic feet, not monosyllabic feet.) (9) lists the eleven candidates generated from a four-syllable string. As a simplification, analyses in this paper do not distinguish between primary and secondary stress; see Pruitt $(2012,2019)$ for discussion of primary stress in HS.
(9) Footing candidates generated from $/ \sigma \sigma \sigma \sigma / *$
a. Faithful $\quad \sigma \sigma \sigma \sigma$
b. Monosyllabic foot $\quad(\dot{\sigma}) \sigma \sigma \sigma \quad \sigma(\dot{\sigma}) \sigma \sigma \quad \sigma \sigma(\dot{\sigma}) \sigma \quad \sigma \sigma \sigma(\dot{\sigma})$
c. Trochee $\quad(\dot{\sigma} \sigma) \sigma \sigma \quad \sigma(\sigma \sigma) \sigma \quad \sigma \sigma(\dot{\sigma} \sigma)$
d. $\quad \mathrm{Iamb} \quad(\sigma \dot{\sigma}) \sigma \sigma \quad \sigma(\sigma \dot{\sigma}) \sigma \quad \sigma \sigma(\sigma \sigma)$

Following Pruitt (2010), feet cannot be altered or removed. From an input with a trochee $(\dot{\sigma} \sigma) \sigma \sigma$, GEN can neither remove the trochee $(\dot{\sigma} \sigma) \sigma \sigma \nrightarrow \sigma \sigma \sigma \sigma$, nor shorten it $(\dot{\sigma} \sigma) \sigma \sigma \nrightarrow(\dot{\sigma}) \sigma \sigma \sigma$, nor change its headedness $(\dot{\sigma} \sigma) \sigma \sigma \nrightarrow(\sigma \dot{\sigma}) \sigma \sigma$.

### 2.2. Constraints

Following Pruitt (2010, 2012), parsing syllables into feet does not violate any faithfulness constraints. Therefore, footing is controlled exclusively by markedness constraints. This section introduces the constraint set, which overlaps significantly with that used by Pruitt (2010, 2012), the differences being the omission of alignment constraints and FtBin, plus the inclusion of a constraint on adjacent feet to model ternary rhythm. Because the focus is on quantity-insensitive parsing, underlying representations are taken to be strings of syllables rather than segments. This streamlines the discussion by omitting the question of syllabification and reduces the size of tableaux by defining positions in violation vectors in terms of syllables rather than segments. The constraint $\operatorname{Parse}(\sigma)$ motivates iterative footing by penalising unfooted syllables (10). While footing does not violate any faithfulness constraints, it does compete with the faithful candidate in any given step and must be harmonically improving to be optimal. Because loci of $\operatorname{PARSE}(\sigma)$ are single syllables, their positions correspond exactly to the positions of their violations.
(10) Parse ( $\sigma$ ): Assign one violation for every syllable that is not dominated by a foot.

Under directional evaluation, $\operatorname{Parse}(\sigma)$ not only motivates footing but also decides which syllables to foot by harmonically ordering candidates in terms of their unfooted syllables, as in (11)-(12). Under both directions of evaluation, the worst candidate $\sigma \sigma \sigma \sigma$ has no feet, and the second-worst candidate has a monosyllabic foot at the wrong edge of the word: $\sigma \sigma \sigma(\sigma)$ under left-to-right evaluation and $(\dot{\sigma}) \sigma \sigma \sigma$ under right-to-left. The remaining candidates form three groups, increasing in harmony with the left/rightmost footed syllable. Within each group, disyllabic feet are preferred to monosyllabic feet, and trochees and iambs are not distinguished. Note that the preference for disyllabic feet is made only locally within these groups. Because directional evaluation cares only about where violations occur, not their total number, there are monosyllabic footing candidates that are strictly better than disyllabic footing candidates, such as $\sigma \sigma(\sigma \sigma) \prec\left(\sigma^{\prime}\right) \sigma \sigma \sigma$ under left-to-right evaluation.
(11) Violation vectors and harmonic ordering by $\operatorname{PARSE}(\sigma) \Rightarrow$
(12) Violation vectors and harmonic ordering by $\operatorname{PARSE}(\sigma) \Leftarrow$
$\operatorname{PARSE}(\sigma)$ imposes a total harmonic order on candidates with a given foot type, as in (13)-(14). As these harmonic orders illustrate, $\operatorname{PaRSE}(\sigma)$ replicates the directional effects of alignment constraints, obviating their use.
(13) Harmonic ordering by $\operatorname{Parse}(\sigma) \Rightarrow$ by foot type
a. $\quad \sigma \sigma(\dot{\sigma} \sigma) \prec \sigma(\dot{\sigma} \sigma) \sigma \prec(\sigma \sigma) \sigma \sigma$
b. $\quad \sigma \sigma(\sigma \dot{\sigma}) \prec \sigma(\sigma \dot{\sigma}) \sigma \prec(\sigma \sigma) \sigma \sigma$
c. $\quad \sigma \sigma \sigma(\dot{\sigma}) \prec \sigma \sigma(\dot{\sigma}) \sigma \prec \sigma(\dot{\sigma}) \sigma \sigma \prec(\dot{\sigma}) \sigma \sigma \sigma$
(14) Harmonic ordering by $\operatorname{Parse}(\sigma) \Leftarrow$ by foot type
a. $\quad(\dot{\sigma} \sigma) \sigma \sigma \prec \sigma(\dot{\sigma} \sigma) \sigma \prec \sigma \sigma(\dot{\sigma} \sigma)$
b. $\quad(\sigma \dot{\sigma}) \sigma \sigma \prec \sigma(\sigma \sigma) \sigma \prec \sigma \sigma(\sigma \dot{\sigma})$
c. $\quad(\dot{\sigma}) \sigma \sigma \sigma \prec \sigma(\dot{\sigma}) \sigma \sigma \prec \sigma \sigma(\dot{\sigma}) \sigma \prec \sigma \sigma \sigma(\sigma)$

Whether disyllabic feet are left- or right-headed is determined by the relative ranking of Trochee (shown in (15)-17)) and Iamb (shown in (18)-(20)). Trochee penalises right-headed feet $*\{(\sigma \dot{\sigma}),(\dot{\sigma})\}$ and Iamb penalises leftheaded feet $*\{(\dot{\sigma} \sigma),(\dot{\sigma})\}$. Under the ranking Trochee $\gg$ Iamb, disyllabic feet are left-headed, whereas under the opposite ranking, they are right-headed. As the harmonic orderings below illustrate, Trochee/Iamb prefer unfooted candidates and candidates with trochees/iambs to candidates with monosyllabic feet and iambs/trochees. Dispreferred candidates are ordered according
to the location of their penalised feet. As discussed in the introduction, loci \left. are right/left-aligned under left-to-right/right-to-left evaluation. Thus, ${\underset{1}{1}}^{\sigma}{\underset{2}{\sigma}}_{\boldsymbol{\sigma}}\right) \sigma_{3} \sigma$ and $\left.(\underset{1}{\sigma} \underset{\sim}{\sigma})_{3}\right) \sigma \sigma$ are harmonically equivalent for Trochee $\Rightarrow$.
(15) Trochee: Assign one violation for every foot whose rightmost child is its head.
(16) Violation vectors and harmonic ordering by Trochee $\Rightarrow$
(17) Violation vectors and harmonic ordering by Trochee ${ }^{*}$
(18) Iamb: Assign one violation for every foot whose leftmost child is its head.
(19) Violation vectors and harmonic ordering by IAMB $\Rightarrow$
(20) Violation vectors and harmonic ordering by IAMB ${ }^{\Leftarrow}$

The definitions above differ from how Trochee and Iamb are often defined, in that both constraints penalise monosyllabic feet. For Pruitt (2010, 2012), these constraints are satisfied by monosyllabic feet, predicting grammars that parse every syllable into its own foot. To avoid that prediction, it is sufficient for either Trochee or Iamb to penalise monosyllabic feet (Martínez-Paricio \& Kager 2015: 473-474). However, having both constraints penalise monosyllabic feet obviates the constraint FtBin, yielding a more parsimonious theory. To see why FtBin is redundant, consider the stress systems of Murinbata (21) ${ }^{\text {b }}$ and Pintupi (22). Both languages parse trochees from left to right but differ in whether they allow monosyllabic feet. Odd-parity words surface in Murinbata with final monosyllabic feet (21a,c,e) and with final unfooted syllables in Pintupi (22b,d,f). This difference derives from the relative ranking of $\operatorname{Parse}(\sigma)$ and Trochee; the former is dominant in Murinbata, whereas the latter is dominant in Pintupi. As the analyses below illustrate, FtBin is unnecessary.

[^1](21) Exhaustive left-to-right trochees in Murinbata monomorphemic words (Street © Mollinjin 1981: 206-207)

(22) Inexhaustive left-to-right trochees in Pintupi (Hansen 8 Hansen 1969: 163)*

| a. | $(\dot{\sigma} \sigma)$ | pána |
| :--- | :--- | :--- |
| b. | $(\dot{\sigma} \sigma) \sigma$ | 'marth' |

c. $(\hat{\sigma} \sigma)(\grave{\sigma} \sigma)$ má.la.wà.na 'through (from) behind'
d. $(\sigma \sigma \sigma)(\grave{\sigma} \sigma) \sigma \quad$ pú.lin.kà.la. 'we (sat) on the hill'
e. $(\dot{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)$ tá.mu.lìm.pa.'uŋ.ku 'our relation'
f. $(\dot{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma) \sigma$ tí.li.rì.ŋुu.làm.pa. 'the fire for our benefit flared up'

In even-parity words, ranking $\operatorname{Parse}(\sigma)$ and Trochee above Iamb derives the surface pattern, as the tableaux in (23) illustrate. It is necessary to evaluate $\operatorname{PARSE}(\sigma)$ left-to-right to model odd-parity words, but, as discussed below, the directionalities of Trochee and Iamb are irrelevant and are evaluated left-toright by default. For the first step of the derivation, the entire candidate set is shown in $(23 \mathrm{a}-\mathrm{k})$. But, to save space, all following tableaux show only relevant candidates. The faithful candidate (23a) is ruled out by $\operatorname{Parse}(\sigma)$ and loses to candidate (23i) with a trochee at its left edge, which violates Iamb. Candidates with monosyllabic feet ( $23 \mathrm{~b}-\mathrm{e}$ ) are harmonically bounded: they violate both Trochee and Iamb, and, because it is possible to parse a disyllabic foot in this step, are dispreferred by Parse $(\sigma)$. Trochee rules out candidates (23fh) with iambs, leaving candidates ( $23 \mathrm{i}-\mathrm{k}$ ) with trochees as possible optima. Because none of these candidates violate Trochee, the choice among them is made by $\operatorname{Parse}(\sigma)$, which prefers to foot the leftmost syllables (23i). In the next step, the remaining two syllables are footed, satisfying $\operatorname{Parse}(\sigma)$ at the additional expense of IAmb $(23 \mathrm{~m})$. As this derivation illustrates, $\operatorname{Parse}(\sigma)$, Trochee, and Iamb adequately prevent monosyllabic feet from surfacing in even-parity words, and there is no need for FtBin.
(23) Disyllabic trochees surface when $\operatorname{Parse}(\sigma)$ and Trochee dominate

| IAMB |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{PARSE}(\sigma) \Rightarrow$ |  | Trochee ${ }^{\Rightarrow}$ |  | IAMB $\Rightarrow$ |  |
| a. $\sigma \sigma \sigma \sigma$ | W | $1111$ |  |  | L |  |
|  | W | $\begin{array}{r} 111 \\ 1234 \end{array}$ | W | $\begin{aligned} & 1234 \\ & \hline \end{aligned}$ | W | 1123 |
| c. ${ }_{1}^{\sigma(\sigma)} \underset{2}{(\hat{\prime}} \sigma_{3} \sigma$ | W | $1{ }_{12} 11$ | W | $\begin{gathered} 1 \\ 1234 \\ \hline \end{gathered}$ | W | $\begin{gathered} 1 \\ 1234 \\ \hline \end{gathered}$ |
| d. $\underset{12}{\sigma \sigma}(\underset{3}{\sigma}) \sigma$ | W | 11.1 | W | $\begin{array}{r} 1 \\ 1234 \\ \hline \end{array}$ | W | ${ }_{1234}^{1}$ |
|  | W | $\begin{aligned} & 111 \\ & 1234 \\ & \hline \end{aligned}$ | W | $\begin{array}{r} 1 \\ 1234 \\ \hline \end{array}$ | W | 1234 |
| f. $\left.\begin{array}{c}(\sigma \sigma) \\ 1 \\ 1\end{array} 2\right)$ |  | ${ }_{1234}^{11}$ | W | ${ }_{1234}^{1}$ | L |  |
| g. $\left.\underset{1}{\sigma} \underset{2}{\sigma} \sigma_{3}^{\prime}\right) \sigma$ | W | 1121 | W | ${ }_{123}^{1}$ | L |  |
| $\text { h. } \underset{12}{\sigma \sigma(\underset{3}{ }(\sigma \dot{\sigma})}$ | W | $\begin{aligned} & 11 \\ & 1234 \\ & \hline \end{aligned}$ | W | $\begin{array}{r} 1 \\ 1234 \end{array}$ | L |  |
|  |  | ${ }_{1234}^{11}$ |  |  |  | ${ }_{1234}^{1}$ |
|  | W | 1121 |  |  | L | ${ }_{1234}^{1}$ |
| k. $\underset{12}{\sigma \sigma} \underset{3}{\sigma} \underset{\sim}{\prime} \sigma)$ | W | ${ }_{1234}$ |  |  | L | 1234 |
| l. $\begin{gathered}(\sigma \sigma) \\ 12 \\ ) \\ 3\end{gathered}$ | W | $\begin{array}{r} 11 \\ 1234 \end{array}$ |  |  | L | $\begin{aligned} & \hline 1 \\ & 1234 \\ & \hline \end{aligned}$ |
|  |  |  |  |  |  | $1{ }_{123}^{1} 1$ |

In odd-parity words, the relative ranking of $\operatorname{Parse}(\sigma)$ and Trochee determines whether parsing is exhaustive and is relevant only for the final step of the derivation. Up to that point, candidates with monosyllabic feet have been harmonically bounded. They are contenders only when they compete with unfooted syllables and are preferred by $\operatorname{Parse}(\sigma)$. Monosyllabic feet surface when $\operatorname{Parse}(\sigma)$ dominates Trochee (24) and fail to surface otherwise (25). Thus, the relative ranking of $\operatorname{Parse}(\sigma)$ and Trochee control whether monosyllabic feet surface, and there is no need for FtBin.
(24) Monosyllabic feet surface when $\operatorname{Parse}(\sigma)$ dominates Trochee and Iamb

|  | $\operatorname{PARSE}(\sigma){ }^{( }$ | Trochee ${ }^{\text {¢ }}$ | IAMB $\Rightarrow$ |
| :---: | :---: | :---: | :---: |
| a. $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma) \sigma$ | W $\quad 1 \begin{aligned} & 1 \\ & 12345\end{aligned}$ | L | L $\quad 1$1 <br>  <br> 1245 |
|  |  | 1 12345 | 1211 1245 |

(25) Monosyllabic feet do not surface when $\operatorname{Parse}(\sigma)$ is dominated by Trochee or Iamb

| / $\sigma \sigma \sigma \sigma \sigma$ / | Trochee ${ }^{\text {¢ }}$ | $\operatorname{PaRSE}(\sigma){ }^{\prime}$ | IAMB $\Rightarrow$ |
| :---: | :---: | :---: | :---: |
|  |  | 1 12345 | 111 12345 |
|  | $\begin{array}{lr} \hline W & 1 \\ \hline \end{array}$ | L | W $\quad 1$111 <br> 1 |

In general, there is no need to posit a constraint on monosyllabic feet with these definitions of Trochee and Iamb, which reduces the set of relevant constraints.

The relative ranking of $\operatorname{Parse}(\sigma)$ and the dominant foot form constraint adequately determine whether monosyllabic feet surface. This result was verified computationally by calculating factorial typologies with and without FTBin and confirming that the typologies contained identical sets of languages. In iterative footing languages, the directionality of $\operatorname{PARSE}(\sigma)$ determines where feet surface. The directionalities of Trochee and Iamb do not affect the outcome and are assumed to be left-to-right by default. As in (23), when it is possible to parse a trochee, the relative ranking of $\operatorname{Parse}(\sigma)$ and Trochee is irrelevant: Trochee does not penalise trochees and thus has no influence on where they surface. This implies that the directionality of Trochee plays no role in iterative footing; its effect is only to prevent iambs from surfacing. Similarly, because $\operatorname{Parse}(\sigma)$ must dominate Iamb for trochees to surface, the directionality of Iamb is irrelevant. Of the candidates that parse trochees $(23 i-\mathrm{k}), \operatorname{Parse}(\sigma)$ prefers the candidate with the leftmost trochee (23i), whereas Iamb prefers the candidate with the rightmost trochee $(23 \mathrm{k})$. Because $\operatorname{Parse}(\sigma)$ is dominant, its preference determines the outcome. Thus, like Trochee, the directionality of Iamb can be freely set without affecting the outcome of iterative footing. The directionalities of Trochee and Iamb are relevant only in non-iterative footing languages where stress assignment is motivated by $\operatorname{HD}(\omega)$, as defined in (26). This constraint requires prosodic words to dominate a foot but does not specify its location; constraints along those lines are discussed below. It is active only when Trochee and Iamb both dominate $\operatorname{Parse}(\sigma)$ and all other constraints that motivate footing. If $\operatorname{Hd}(\omega)$ and Trochee dominate Iamb, then a trochee will be parsed at a location determined by Iamb. Neither $\operatorname{Hd}(\omega)$ nor Trochee penalises candidates with trochees; therefore, neither constraint can choose among them. The decision falls to IAMB, which prefers that the trochee surface towards the right/left edge under left-to-right/right-toleft evaluation.[PG4] Because IAMB dominates $\operatorname{Parse}(\sigma)$ in these languages, its preference determines the outcome. In these cases, the directionalities of $\operatorname{Parse}(\sigma), \operatorname{Hd}(\omega)$, and Trochee are irrelevant.
(26) $\mathrm{HD}(\omega)$ : Assign one violation to every prosodic word that does not dominate any feet.

The analysis of Macedonian, which assigns stress to the antepenultimate syllable in words that are at least trisyllabic, as in (27), illustrates this effect. Following Franks (1987), Macedonian disallows word-final syllables from being parsed into feet, satisfying the constraint NonFinality, stated in (28) (see Beasley \& Crosswhite 2003; Hyde 2012a, 2016 for alternative analyses). Like $\mathrm{Hd}(\omega)$, NonFinality assigns violations to prosodic words. Tableaux with these constraints assume that, like syllables, prosodic words are already present (see McCarthy et al. 2016 for discussion of non-monotonic structure building in HS). This is straightforward to implement, and the additional steps and constraints are omitted for space and relevance. In candidates with exactly one prosodic word, the directionalities of $\operatorname{HD}(\omega)$ and NonFinality determine only where violations are assigned and are irrelevant.
(27) Antepenultimate stress in Macedonian (Franks 1987: 95)
a. ( $\sigma$ ) zbór 'word.SG'
b. $(\sigma \sigma)$ zbórot 'word.DEF.SG'
c. $(\dot{\sigma} \sigma) \sigma$ zbórovi 'word.PL'
d. $\sigma(\sigma \sigma) \sigma$ vodéničar 'miller.SG'
e. $\sigma \sigma(\hat{\sigma} \sigma) \sigma$ vodeníčarot 'miller.DEF.SG'
f. $\sigma \sigma \sigma(\sigma \sigma \sigma) \sigma$ vodeničárite 'miller.DEF.PL'
(28) NonFinality: Assign one violation to every prosodic word whose rightmost syllable is dominated by a foot.

The derivation of antepenultimate stress is illustrated by the tableau in (29). $\mathrm{Hd}(\omega)$ requires the presence of a foot, ruling out the faithful candidate (29a). Because it is possible to parse disyllabic feet, monosyllabic feet are harmonically bounded and excluded from consideration. Trochee rules out iambic candidates ( $29 \mathrm{~b}-\mathrm{d}$ ), leaving trochaic candidates $(29 \mathrm{e}-\mathrm{g})$ as possible optima. These candidates all violate IAMB, which, because it is evaluated left-to-right, prefers that trochees surface as far to the right as possible. However, because parsing a trochee at the right edge fatally violates NonFinAlity (29g), it is optimal to parse a trochee one syllable to the left (29f). Thus, the antepenultimate syllable is stressed, and because Trochee and Iamb dominate Parse( $\sigma$ ), no other feet surface. This tableau further emphasises the point that alignment constraints are unnecessary: when $\operatorname{Parse}(\sigma)$ is inactive, directionality effects are replicated by Trochee and Iamb.
(29) IAMB determines the location of stress in a non-iterative trochaic language

|  | $\mathrm{HD}(\omega) \Rightarrow$ | Trochee ${ }^{\text {¢ }}$ |  | ALITY $\Rightarrow$ | IAMB ${ }^{\text {a }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma$ | W 1234 |  |  |  | L |  |
| b. $\binom{\sigma \dot{\sigma}}{12} \sigma \sigma$ |  | W ${ }_{1234}^{1}$ |  |  | L |  |
|  |  | W $\quad 1 \begin{aligned} & 1 \\ & 1234\end{aligned}$ |  |  | L |  |
|  |  | W $\quad 1234$ | W | 1234 | L |  |
| $\text { e. }\binom{(\sigma \sigma)}{12} \sigma_{3} \sigma$ |  |  |  |  | W | ${ }_{1234}^{1}$ |
| f. $\underset{1}{\sigma(\sigma, \sigma)} \underset{4}{(\sigma)}$ |  |  |  |  |  | ${ }_{1234}^{1}$ |
|  |  |  | W | 1234 | L | ${ }_{1234}^{1}$ |

Similar effects occur in non-iterative footing languages with initial extrametricality, where the constraint NonInitiality is active (Buckley 1994; Weber 2016). For example, evaluating Trochee left-to-right derives postpeninitial stress in an iambic language. In general, when $\operatorname{HD}(\omega)$ is active, primary stress falls within a three-syllable window at one end of the word. The final constraints used to motivate footing are FootLeft and FootRight, as defined in (30) and (31), which require prosodic word edges to be coextensive with foot edges. Like $\operatorname{Hd}(\omega)$ and NonFinality, because the loci of these constraints are
prosodic words, their directionalities are irrelevant to candidates with only one prosodic word.
(30) FootLeft: Assign one violation to every prosodic word whose leftmost syllable is not leftmost in a foot.
(31) FootRight: Assign one violation to every prosodic word whose rightmost syllable is not rightmost in a foot.

FootLeft and FootRight are necessary to model bidirectional stress systems wherein a foot surfaces at one edge of the word and feet are parsed iteratively from the opposite edge. These languages typically exhibit wordinternal lapse in odd-parity words, as in Garawa (32), but may also exhibit word-internal clashes, as in Waorani, which is discussed in §3. Garawa words surface with initial primary stress, and in words of at least four syllables, secondary stresses on the penultimate syllable and on alternating syllables to its left.[PG5] In odd-parity words, secondary stress does not surface on the third syllable (32b,d,f,h), implying a ban on monosyllabic feet.
(32) Bidirectional stress in Garawa (Furby 1974: 10)

| a. $(\hat{\sigma} \sigma)$ | já.mi | 'eye' |
| :---: | :---: | :---: |
| b. $(\dot{\sigma} \sigma) \sigma$ | pú.na.la | 'white' |
| c. $\binom{$ c }{ c }$(\grave{\sigma} \sigma)$ | wá.tim.pà.yu | 'armpit' |
| d. $\left(\begin{array}{c} \\ \sigma\end{array}\right) \sigma(\grave{\sigma} \sigma)$ | ká.ma.la.rì.ni | 'wrist' |
| e. $(\dot{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)$ | já.ka.là.ka.làm.pa | 'loose' |
| f. $\left(\begin{array}{l} \\ \sigma\end{array}\right) \sigma(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)$ | yán.ki.ri.kì.rim.pà.ji | 'fought with boomerangs' |
| g. $(\hat{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)$ | Øám.pa.là.gin.mù.ku.ñì.na | 'at our many' |
| h. $(\sigma \sigma \sigma) \sigma(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)$ many' | ná.ri.ŷin.mù.ku.ñ̀.na.mì.ra | 'at your own |
| i. $(\dot{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma}$ ním.pa.là.ŋjin.mù.ku | à.ni.mì.ra | 'from your own two' |

Bidirectional stress is derived by first parsing a foot at one edge of the word and then iteratively parsing from the opposite edge. This occurs when FootLeft dominates $\operatorname{Parse}(\sigma) \Leftarrow$ or FootRight dominates $\operatorname{Parse}(\sigma) \Rightarrow$. The former is illustrated in the tableaux in (33). In the first step of the derivation, a trochee is parsed at the left edge of the word, satisfying FootLeft (33b). Trochees are then parsed from the right edge in the next two steps, and the derivation converges in the fourth step on $[(\sigma \sigma) \sigma(\sigma \sigma)(\dot{\sigma} \sigma)]$. The third syllable is left unfooted because Trochee dominates $\operatorname{Parse}(\sigma)$, preferring the faithful (33j) over the fully footed (33k) as an output for the input[PG6] (33i).
(33) Ranking FootLeft above $\operatorname{Parse}(\sigma) \Leftarrow$ derives bidirectional footing

| / $/ \sigma \sigma \sigma \sigma \sigma \sigma \sigma /$ | FootLeft $\Rightarrow$ | Trochee $\Rightarrow$ | $\operatorname{Parse}(\sigma)^{\leftarrow}$ | $\mathrm{IAMB}{ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: |
| a. $\sigma=120656 \%$ | W $\quad \cdots{ }_{7}^{1}$ |  | W ${ }_{7654321}^{111111}$ | L |
|  |  |  | ${ }_{7654321}^{11111}$ | ${ }_{1234567}^{1}$ |
|  |  | W ${ }_{123}^{1} \cdots$ | ${ }_{7654321}^{11111}$ | L |
|  | W $\quad \cdots{ }_{7}^{1}$ |  | $\mathrm{L} \quad \begin{array}{r}11111 \\ 765421\end{array}$ | L $\quad 123456$ |
|  |  |  | W ${ }_{7654321}^{11111}$ | L ${ }_{1234567}^{1}$ |
|  |  |  | $\begin{aligned} & { }_{7654321} \end{aligned}$ | W $\quad \underset{1234567}{1} 1$ |
|  |  |  | ${ }_{7654321}^{111}$ | $\begin{array}{r} 1 \\ 1234567 \\ \hline \end{array}$ |
| $\text { h. }(\underset{1}{\prime} \sigma) \sigma \sigma \sigma_{3}(\dot{\sigma} \sigma)$ |  |  |  | L ${ }_{1234567}^{1}$ |
|  |  |  | ${ }_{7654321}^{1}$ | $\begin{aligned} & 123456 \\ & 1 \end{aligned}$ |
| $\text { j. }(\hat{\sigma} \sigma) \sigma(\hat{\sigma} \sigma)(\hat{\sigma} \sigma)$ |  |  | ${ }_{7654321}^{1}$ | ${ }_{1234567}^{1}$ |
|  |  | W ${ }_{123}^{1} \cdots$ | L | W $\begin{array}{r}12311 \\ 123456\end{array}$ |

The constraint *FootFoot, stated in (34), penalises contiguous feet, producing ternary rhythm when ranked above Parse( $\sigma$ ) (Kager 1994; Elenbaas \& Kager 1999; Torres-Tamarit \& Jurgec 2015). Iterative languages otherwise parse contiguous strings of feet, because $\operatorname{ParSE}(\sigma)$ prefers the leftmost/rightmost syllables to be footed in any given step. *FоотFоот models ternary rhythm as underparsing, leaving unfooted syllables between feet, and contrasts with structural accounts such as internally layered feet (Martínez-Paricio \& Kager 2015, 2021). While a thorough comparison of these structures is beyond the scope of this paper, their typological predictions are discussed later.
(34) *FootFoot: Assign one violation to every pair of adjacent feet.

The prototypical example of a language with ternary rhythm is Cayuvava, which parses words into non-contiguous trochees from right to left, as in (35). Primary stress is antepenultimate in words of at least three syllables, with secondary stresses surfacing every three syllables to its left. Words that cannot be evenly divided into dactyls surface with one or two unfooted syllables at their left edge.
(35) Dactylic rhythm in Cayuvava (Torres-Tamarit $\mathcal{G}$ Jurgec 2015: 377, citing Key 1961, 1963)
a. $(\sigma ́ \sigma)$
dá.pa
b. $(\dot{\sigma} \sigma) \sigma$
c. $\sigma(\dot{\sigma} \sigma) \sigma$ tó.mo.ho
d. $\sigma \sigma(\dot{\sigma} \sigma) \sigma$
e. $(\grave{\sigma} \sigma) \sigma(\sigma ́ \sigma) \sigma$
a.rí.po.ro
a.ri.pí.ri.to
f. $\sigma(\grave{\sigma} \sigma) \sigma(\sigma \sigma \sigma) \sigma$
à.ri.hi.hí.be.e
g. $\sigma \sigma(\grave{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma$
ma.rà.ha.ha.é.i.ki
h. $\quad(\grave{\sigma} \sigma) \sigma(\grave{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma$ t $\int a ̀ . a . d i . r o ̀ . b o . \beta u . r u ́ . r u . t \int e ~$
i.ki.tà.pa.re.ré.pe.ha
'canoe'
'small water container'
'he already turned around'
'already planted'
'I have already put the top on'
'their blankets'
'the water is clean'
'ninety-nine'

Cayuvava is modelled by ranking NonFinality and *FootFoot above $\operatorname{Parse}(\sigma)^{\Leftarrow}$, as the tableaux in (36) illustrate. As discussed below, the directionality of *FootFoot is irrelevant. At each step of the derivation, trochees are parsed as far to the right as possible, leaving an unfooted syllable wordfinally and an unfooted syllable between feet. Those stray syllables cannot be footed without violating NonFinality or *FootFoot, and the derivation converges in the fourth step on $[(\hat{\sigma} \sigma) \sigma(\sigma \sigma) \sigma(\dot{\sigma} \sigma) \sigma]$.
(36) Ranking *FоотFoot above PaRSE $(\sigma)$ derives ternary rhythm

|  | NONFINALITY $\Rightarrow$ | *FootFoot ${ }^{\text {a }}$ | $\operatorname{PARSE}(\sigma){ }^{\Leftarrow}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma$ <br> 123456789 |  |  | W | 111111111 |
| b. $(\dot{\sigma} \sigma) \sigma \sigma \sigma \sigma \sigma \sigma \sigma$ |  |  | W | ${ }_{987654331}^{1111111}$ |
| c. $\underset{1}{\sigma}\left(\dot{\sigma} \sigma_{3}\right) \sigma_{45} \sigma_{78} \sigma \sigma_{9}$ |  |  | W | $\begin{aligned} & 1111111 \\ & 987654321 \\ & \hline \end{aligned}$ |
|  |  |  | W | $\operatorname{lig7654321}^{1111} 11$ |
|  |  |  | W | $\operatorname{lig}_{987654321} 111$ |
|  |  |  | W | ${ }_{98765431}^{11111}$ |
|  |  |  | W | ${ }_{987654321}$ |
|  |  |  |  | $\begin{aligned} & 1 \\ & 987654321 \end{aligned}$ |
|  | W $\quad \cdots{ }_{9}^{1}$ |  | L | $\begin{array}{r} 11111111 \\ 98765432 \\ \hline \end{array}$ |
|  |  |  | W | ${ }_{987654321}^{11111}$ |
|  |  |  | W | $\begin{array}{l\|l\|} \hline 1 & 1111 \\ \hline 98764321 \end{array}$ |
| l. $\left.\underset{1}{\sigma(\underset{2}{\sigma} \sigma)} \underset{45}{\sigma \sigma} \underset{\sigma_{7}}{\sigma} \underset{7}{(\dot{\sigma} \sigma}\right) \sigma$ |  |  | W | $\begin{array}{llll}1 & 111 \\ 9876431\end{array}$ |
|  |  |  | W | $\begin{array}{lllll}1 & 11 & 11 \\ 987654321\end{array}$ |
|  |  |  |  | $\begin{array}{lcc} 1 & 1 & 111 \\ 987654321 \\ \hline \end{array}$ |
|  |  | $\begin{array}{lr} \hline \mathrm{W}_{123456789}^{1} \\ \hline \end{array}$ | L | $\begin{array}{l\|l\|} \hline 1 & 1111 \\ \hline 987654321 \end{array}$ |
|  |  |  | W | $\begin{array}{l\|l\|l} \hline 1 & 1 & 111 \\ \hline 9876543221 \\ \hline \end{array}$ |
|  |  |  |  | $\begin{array}{l\|l\|} \hline 1 & 1 \\ 987654321 \\ \hline \end{array}$ |
|  |  | $\begin{aligned} & \hline W_{123456789} \\ & \hline \end{aligned}$ | L | $\begin{aligned} & 111 \\ & 987654321 \\ & \hline \end{aligned}$ |

Like many other constraints, the directionality of *FоотFоot is irrelevant. As in the tableau above, it rules out candidates with contiguous feet $(36 \mathrm{o}, \mathrm{r})$ but cannot distinguish between candidates that satisfy it. Thus, when it dominates a footing-imperative constraint, its directionality can be set arbitrarily. When it is dominated by a footing-imperative constraint, its preferences are overridden, exactly like Iamb in an iterative trochaic language.

### 2.3. Summary

In directional Harmonic Serialism, Con contains only directional constraints, which are evaluated either left-to-right $(\Rightarrow)$ or right-to-left $(\Leftarrow)$. As this section has demonstrated, the directionalities of most constraints relevant to quantityinsensitive footing can be set arbitrarily. The only exceptions are $\operatorname{Parse}(\sigma)$,
which determines the direction of iterative footing, and the foot form constraints Trochee and Iamb, which determine where a foot surfaces, but only when $\operatorname{Hd}(\omega)$ is active. By adequately deciding where to parse feet, these constraints fill the role standardly filled by alignment constraints, making them redundant. Further reduction of Con derives from the definitions of Trochee and Iamb. Both constraints penalise monosyllabic feet, and their ranking relative to footing-imperative constraints determines whether monosyllabic feet surface. This obviates the need for the constraint FtBin. However, this result holds only in directional HS. The next section analyses bidirectional footing in Waorani using the constraints defined in this section. It further argues that without FtBin, parallel Optimality Theory is unable to model the language. In this respect, HS is able to do more than parallel OT using fewer constraints.

## 3. Bidirectional footing in Waorani

Waorani (Saint \& Pike 1962; Pike 1964; Lester 1994; see Halle \& Kenstowicz 1991; Hayes 1995; Fitzgerald 2000 for previous analyses) is a language isolate spoken in Ecuador. Words are organised into stems, which comprise one or more root morphemes and an optional string of suffixes. Waorani exhibits a bidirectional stress system with trochaic feet. The head foot surfaces at the right edge of words, with a string of secondary feet built from the left edge. It is unique cross-linguistically in that all other known bidirectional languages are non-exhaustive (Hyde 2008, 2012a,b, 2016; see also Pater 2000; Pruitt 2012: 211-213 for a discussion of English along these lines). I single Waorani out for a case study because it is typologically unique and because the apparent lack of exhaustive bidirectional languages has been used as evidence against serial footing and other theories (Hyde 2012a,b). As the analysis argues, iterative footing occurs in two phases, parsing first the suffix string and then the stem. The analysis not only provides a case study for directional Harmonic Serialism but also highlights its parsimony. Whereas directional HS models Waorani stress with the constraints defined in $\S 2$, deriving the pattern in parallel Optimality Theory requires a FTBin constraint and additional prosodic structure. The basic stress pattern of Waorani is illustrated by the words in (37)-(39). These words are composed of stems with up to six syllables that surface without suffixes (37), with suffix strings of one syllable (38) and two syllables (39). To my knowledge, there are no examples of larger stems in the descriptive literature. ${ }^{\text {c }}$ In the cited examples, hyphens indicate the boundary between the stem and the suffix string; for full morpheme-by-morpheme glosses, see Lester (1994). These words exhibit exhaustive bidirectional footing, surfacing with a trochee at their right edge and feet parsed from their left edge.

[^2]（37）Unsuffixed stems（Lester 1994：18－20）

| a．（ $\sigma$ ） | bé | ＇drink＇ |
| :---: | :---: | :---: |
| b．$(\dot{\sigma} \sigma)$ | mố．ĩ | ＇bed＇ |
| c．$(\grave{\sigma})\binom{\sigma}{\sigma}$ | dì̀．ká．gõ | ＇ear ornament＇ |
| d．$(\grave{\sigma} \sigma)(\dot{\sigma} \sigma)$ | oั̀．mĩy．ká．p ${ }^{\text {® }}$ | ＇rapids＇ |
| e．$(\grave{\sigma} \sigma)(\grave{\sigma})\left(\begin{array}{c}\sigma \\ )\end{array}\right.$ | oั̀．nõ．yè̀．né．pã | ＇wing＇ |
| f．$(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\dot{\sigma} \sigma)$ | õ̀．nõy．kà．de．mế．yõ | ＇navel＇ |

（38）Monosyllabic suffix strings（Lester 1994：103－115）

| a．$(\underline{\sigma}-\sigma)$ | pố－mi | ＇you come＇ |
| :---: | :---: | :---: |
| b．$(\grave{\sigma})(\dot{\sigma}-\sigma)$ | wæั̀．nố－mo | ＇I kill＇ |
| c．$(\grave{\sigma} \sigma)\left(\sigma^{\prime}-\sigma\right)$ | jè．wజ̃．mố－yã | ＇he writes（carves）＇ |
| d．$(\grave{\sigma} \sigma)(\grave{\sigma})(\dot{\sigma}-\sigma)$ | mằ．nõ．mồ．ká－kã | ＇he is making ear holes（pierced）＇ |
| e．$(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)\left(\begin{array}{c}\sigma\end{array}\right)$ | gằ．po．gẽ̀．ne．wá－bo | ＇he touches tongue＇ |

（39）Disyllabic suffix strings（a－c，e：Lester 1994：103－115；d：Pike 1964：426）
a．$(\grave{\sigma})-(\sigma \sigma)$
b．$(\grave{\sigma} \sigma)-(\dot{\sigma} \sigma)$
c．$(\grave{\sigma} \sigma)(\grave{\sigma})-(\sigma \sigma)$
d．$(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)-(\grave{\sigma} \sigma)$
e．$(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma})-(\stackrel{\sigma}{\sigma})$
pò－mí．pa
wæั̀．nõ－mó．ni
à．pæ̃．nè－bó．pa
pæ̀．dæ．poั̀．nõ－nắm．ba＇he handed it over＇
gằ．po．geั̀．ne．wà－bó．pa＇he touches tongue＇

As in the words above，suffix strings up to two syllables long are parsed entirely into the head foot．Longer suffix strings are parsed into the head foot and a second foot，which may dominate one stem syllable．This is illustrated by the words in（40）－（42），with suffix strings of up to five syllables．To my knowledge， longer suffix strings are unattested．All feet that dominate suffixes are disyl－ labic．Consequently，in words with trisyllabic suffix strings（40），one foot crosses into the stem，avoiding strings such as＊［（dà．dõ）－（tà）（bó．pa）］．Tetrasyllabic suf－ fix strings are parsed evenly into two trochees，as in（41），and pentasyllabic suffix strings are non－exhaustively footed，as in（42），preventing a monosyl－ labic foot dominating a suffix＊［（põ̀）－（kæ̀．dõ）（mõ̀）（náí．pa）］from surfacing．The treatment of monosyllabic feet is not the only morphophonological difference between stems and suffixes；Lester（1994：13）notes that closed syllables occur only in stems，and that complex onsets occur only in suffixes．
（40）Trisyllabic suffix strings（Lester 1994：104－115）
a．$(\grave{\sigma}-\sigma)(\sigma \sigma)$
põ̀－ta．bó．pa
b．$(\grave{\sigma})(\grave{\sigma}-\sigma)(\sigma \sigma)$
dà．doั̀－ta．bó．pa
c．$(\grave{\sigma} \sigma)(\grave{\sigma}-\sigma)(\dot{\sigma} \sigma)$
kæ̀．ka．pò－ta．bó．pa
＇I came＇
d．$(\grave{\sigma} \sigma)(\grave{\sigma})(\grave{\sigma}-\sigma)\left(\begin{array}{c}\sigma \\ \sigma\end{array}\right.$
mã̀．nõ．mõ̀．kà－dã．ní．pa
＇I fished＇
e．$(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma}-\sigma)(\grave{\sigma} \sigma)$
gã̃．po．gẽ̃．ne．wà－ta．bó．pa
＇they make ear holes（pierced）＇
e．（よ๐）（よ๐）（よーの）（よ๐）
(41) Tetrasyllabic suffix strings (Lester 1994: 105-116)
a. $(\grave{\sigma})-(\grave{\sigma} \sigma)(\sigma ́ \sigma)$
poั̀-tà.mõ.ná.pa
'we (two) came'
b. $(\grave{\sigma} \sigma)-(\grave{\sigma} \sigma)(\hat{\sigma} \sigma)$
wæั่..̃̌-tà.mõ.ná.pa
c. $(\grave{\sigma} \sigma)(\grave{\sigma})-(\grave{\sigma} \sigma)((\sigma \sigma)$
jè.wజ̃.moั̀-tà.mõ.ná.pa
d. $(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)-(\grave{\sigma} \sigma)(\sigma \sigma \sigma)$ mằ.nõ.moั̀.ka-tà.mõ.ná.pa
'we (two) fell down'
'we (two) wrote (carved)'
e. $(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma})-(\grave{\sigma} \sigma)(\sigma \sigma \sigma)$ gằ.po.gè̀.ne.wà-ta.mõ.ná.pa 'we (two) touched (the) tongue'
(42) Pentasyllabic suffix strings (Lester 1994: 105-116)
a. $(\grave{\sigma})-(\grave{\sigma} \sigma) \sigma(\sigma \sigma \sigma)$
poั̀-kæ̀.dõ.mõ.náí.pa 'we (two) would have come'
b. $(\grave{\sigma} \sigma)-(\grave{\sigma} \sigma) \sigma(\dot{\sigma} \sigma)$
c. $(\grave{\sigma} \sigma)(\grave{\sigma})-(\grave{\sigma} \sigma) \sigma(\grave{\sigma} \sigma)$
d. $(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)-(\grave{\sigma} \sigma) \sigma(\sigma \sigma)$
e. $(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)(\grave{\sigma})-(\grave{\sigma} \sigma) \sigma(\sigma \sigma)$
w㐫. $\check{x}$-kæ̀.dõ.mõ.náí.pa
'we (two) would have fallen down'
jè.wã..moั̀-kæ̀.dõ.mõ.náí.pa
'we (two) would have written (carved)'
mằ.nõ.moั̀.ka-kæ̀.dõ.mõ.náí.pa
'we (two) would have made ear holes'
gằ.po.gè̀.ne.wà-kæ̀.dõ.mõ.náí.pa
'we (two) would have touched (the) tongue'
Pentasyllabic suffix strings indicate that suffixes are parsed from left to right and are parsed before stems; otherwise, they would be exhaustively footed. Footing right-to-left incorrectly predicts a foot should cross into the stem, just like words with trisyllabic suffix strings (40), e.g. / põ-kæ.dõ.mõ.naĩ.pa/ $\rightarrow$ põkæ.dõ.mõ.(nái.pa) $\rightarrow$ põ-kæ.(dồ.mõ)(nái.pa) $\rightarrow *[($ poั̀-kæ)(dồ.mõ)(náí.pa), as does footing the stem first, e.g. /põ-kæ.dõ.mõ.naĩ.pa/ $\rightarrow$ põ-kæ.dõ.mõ.(náĩ.pa) $\rightarrow$ (poั̀-kæ).dõ.mõ.(nái.pa) $\rightarrow$ *[(poั̀-kæ)(doั̀.mõ)(náí.pa)]. The analysis derives Waorani footing in three stages: first, the head foot is parsed at the right edge of the word, then suffixes are footed, and finally the stem is footed. Lexically indexed constraints (Pater 2007, 2010) are used to distinguish stem and suffix morphemes: suffixes are subject to the constraints Trochee suffix and $\operatorname{Parse}(\sigma)_{\text {suffix }}$, and stem morphemes are handled by their unindexed copies. Under the rankings Trochee $_{\text {suffix }} \gg \operatorname{Parse}(\sigma)_{\text {suffix }}$ and $\operatorname{Parse}(\sigma) \gg$ Trochee, monosyllabic feet surface only in the stem. Ranking Parse $(\sigma)_{\text {suffix }}$ above Parse $(\sigma)$ motivates footing the suffix string before the stem. The tableaux in (43) illustrate the derivation of an unsuffixed stem. In the first step, a trochee is parsed at the right edge of the word, satisfying FootRight (43c). Parsing an iamb fatally violates Trochee (43d), and, because it is possible to parse a disyllabic foot in this step, parsing a monosyllabic foot is harmonically bounded (43e). The derivation continues by parsing a trochee at the left edge of the word $(43 \mathrm{~g})$, and then, because Parse $(\sigma)$ dominates Trochee, a monosyllabic foot word-medially (43j), converging on $[(\grave{\sigma} \sigma)(\grave{\sigma})(\dot{\sigma} \sigma)]$.

Derivation of a pentasyllabic stem without suffixes

|  | FootRight $\Rightarrow$ | $\operatorname{PARSE}(\sigma) \Rightarrow$ | Trochee $\Rightarrow$ | IAMB $\Rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma$ | W ${ }_{12345}^{1}$ | W ${ }_{12345}^{1111}$ |  | L |
| b. $\begin{gathered}(\hat{\sigma} \sigma) \sigma \sigma \sigma \\ 12\end{gathered}$ | $\begin{array}{lr} \hline \mathrm{W} & 12345 \end{array}$ | L $\quad 1 \begin{aligned} & 111 \\ & \\ & \end{aligned}$ |  | $\text { W } \quad 1 \begin{aligned} & 12345 \end{aligned}$ |
|  |  | ${ }_{12345}^{111}$ |  | ${ }_{12345}^{1}$ |
| d. ${ }_{12}^{\sigma \sigma \sigma}{ }_{1}(\underset{45}{ }(\underline{\sigma})$ |  | ${ }_{12345}$ | W $\quad 12345$ | L |
|  |  | W ${ }_{12345}^{1111}$ | $\begin{array}{lr} \mathrm{W} & 1 \\ 12345 \end{array}$ | W $\quad 12345$ |
| f. $\underbrace{\sigma \sigma \sigma}_{123}{ }_{12}(\underline{\sigma} \sigma)$ |  | $\begin{array}{ll} \hline \mathrm{W} & 1_{12345} \\ \hline \end{array}$ |  | L $\quad 12345$ |
|  |  | $\stackrel{1}{1}$ |  | ${ }_{12345}^{1}$ |
|  |  | $\begin{array}{ll} \mathrm{W} & 1 \\ 12345 \end{array}$ |  | L $\quad 1$123 |
|  |  | $\begin{array}{lc} \hline \hline W & 1 \\ 12345 \\ \hline \end{array}$ | L | $\begin{array}{lc} \hline \mathrm{L} & 121 \\ \hline 1245 \end{array}$ |
|  |  |  | ${ }_{2345}^{1}$ | 12345 |

Words with monosyllabic and disyllabic suffix strings undergo exactly the same derivation as unsuffixed stems. Because the head foot dominates all suffix syllables, their derivations do not pass through the additional phase of parsing the suffix string. Longer suffix strings motivate an intermediate phase of parsing, as in (44). As above, the first step parses a trochee at the right edge of the word (44d). A trochee is then parsed at the left edge of the suffix string, improving on the lexically indexed $\operatorname{Parse}(\sigma)_{\text {suffix }}(44 \mathrm{~h})$. In the remaining three steps, $(44 \mathrm{j}-\mathrm{t})$, the stem is exhaustively footed from left to right. Footing the remaining suffix syllable fatally violates Trochee $_{\text {suffix }}$ (44o).
(44) Derivation of a pentasyllabic stem with a pentasyllabic suffix string

|  | FootRT $\Rightarrow$ | $\mathrm{TROCH}_{\text {suffix }}^{\Rightarrow}$ | $\operatorname{PARSE}(\sigma) \underset{\text { suffix }}{\Rightarrow}$ | $\operatorname{PARSE}(\sigma) \Rightarrow$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma-\sigma \sigma \sigma \sigma \sigma$ | W $\quad . . . c \mid 1$ |  | W $\ldots$. ${ }_{\text {W }}^{11111}$ | W | $\begin{aligned} & 112345678910 \end{aligned}$ |
| b. $(\hat{\sigma} \sigma) \sigma \sigma \sigma-\sigma \sigma \sigma \sigma \sigma$ | W $\quad . . . c 110$ |  | W ... ${ }_{\text {W }}^{11111}$ | L | $\begin{array}{r} 11111111 \\ 12345678910 \\ \hline \end{array}$ |
|  | W $\quad . . .11$ |  | $\begin{array}{lll}\mathrm{L} & \ldots & { }_{678910}^{111}\end{array}$ | L | $111111111$ |
|  |  |  | $\cdots \quad 1_{678910}$ |  | $111111111$ |
|  |  |  | $\begin{array}{lll\|} \hline \hline W & \ldots & 1_{678910} \\ \hline \end{array}$ | W | $\begin{aligned} & \hline 111111111 \\ & \hline \end{aligned}$ |
|  |  |  | $\mathrm{W} \quad \ldots{\underset{678910}{ }}_{111}$ | L | $\begin{gathered} 1111111 \\ 12345678910 \end{gathered}$ |
|  |  |  | $\begin{array}{llll} \hline W & \ldots & 11 \\ \hline 78910 \end{array}$ | L | ${ }_{12345678910}$ |
|  |  |  | $\begin{gathered} 1 \\ 678910 \end{gathered}$ |  | $11111 \quad 1$ |
|  |  |  | $\begin{array}{lll} \hline W & \ldots & { }_{678910} \\ \hline \end{array}$ | W | $\begin{aligned} & 111111 \\ & 1234678910 \\ & \hline \end{aligned}$ |
|  |  |  | $\begin{gathered} 1 \\ 678910 \\ \hline \end{gathered}$ | W | $\lim _{12345678910}^{1111}$ |
|  |  |  | $\begin{gathered} -\quad 1 \\ \hline 678910 \\ \hline \end{gathered}$ |  | $\begin{gathered} 1111 \\ 12345678910 \\ \hline \end{gathered}$ |
|  |  |  | $\begin{gathered} 1 \\ 678910 \end{gathered}$ | W | $\begin{array}{llll} 1 & 11 & 1 \\ 123 & 15678910 \\ \hline \end{array}$ |
|  |  |  | $\begin{array}{cc} \hline \cdots & 1 \\ 678910 \\ \hline \end{array}$ | W | $\begin{array}{lc} 11 & 1 \\ 1235678910 \\ \hline \end{array}$ |
|  |  |  | $\cdot \begin{gathered} 1 \\ 678910 \\ \hline \end{gathered}$ | W | $111 \text { 1 }$ |
|  |  | $\begin{array}{llll} \hline W & \cdots & 1 \\ 8910 \\ \hline \hline \end{array}$ | L | W | $11111 \text { }$ |
|  |  |  | $\begin{gathered} 1 \\ 678910 \end{gathered}$ | W | $111 \underset{1234578910}{1}$ |
|  |  |  | $\begin{gathered} 1 \\ 678910 \end{gathered}$ |  | $\begin{gathered} 11 \\ 12345678910 \\ \hline \end{gathered}$ |
|  |  |  | $\begin{array}{cc} \hline \cdots & 1 \\ \hline \end{array}$ | W | $\begin{gathered} 1 \\ 12345678910 \\ \hline \end{gathered}$ |
|  |  |  | $\begin{array}{cc} \hline \hline . & 1 \\ & 678910 \\ \hline \end{array}$ | W | $\begin{gathered} \hline 1 \underset{1}{1234567910} \\ \hline \end{gathered}$ |
|  |  |  | $\begin{array}{cc} \hline \cdots & 1 \\ \hline 678910 \\ \hline \end{array}$ |  | $\begin{gathered} 1 \\ 12345678910 \end{gathered}$ |

The derivations of words with tri- and tetrasyllabic suffix strings are identical, as summarised in (45). After the head foot is parsed (step i), the leftmost syllable(s) of the suffix string is/are footed (step ii). With a trisyllabic suffix string, this foot crosses into the stem, as in (45a.ii), satisfying both Trochee constraints and improving on the general Parse $(\sigma)$. Crossing into the stem is unmotivated with a tetrasyllabic suffix string, because it leaves suffix syllables unfooted. The derivations continue by parsing the stem (steps iii-v), converging on exhaustively footed outputs.

$$
\begin{array}{cll}
\text { Derivation of words with tri- and tetrasyllabic suffix strings }  \tag{45}\\
\begin{array}{cl}
\text { a. }
\end{array} \text { /gã.po.gẽ.ne.wa-ta.bo.pa/ } & \text { b. /gã.po.gẽ.ne.wa-ta.mõ.na.pa/ } \\
\text { i. } & \text { gã.po.gẽ.ne.wa-ta.(bó.pa) } & \text { gã.po.gẽ.ne.wa-ta.mõ.(ná.pa) } \\
\text { ii. } & \text { gã.po.gẽ.ne.(wà-ta)(bó.pa) } & \text { gã.po.gẽ.ne.wa-(tà.mõ)(ná.pa) } \\
\text { iii. } & \text { (gã̃.po).gẽ.ne.(wà-ta)(bó.pa) } & \text { (gã̃.po).gẽ.ne.wa-(tà.mõ)(ná.pa) } \\
\text { iv. } & \text { (gã̃.po)(gẽ̃.ne)(wà-ta)(bó.pa) } & \text { (gã̃.po)(gẽ̃.ne).wa-(tà.mõ)(ná.pa) } \\
\text { v. } & & \text { (gã̃.po)(gẽ̃.ne)(wà)-(tà.mõ)(ná.pa) } \\
& {[(g a ̃ ̃ . p o)(g e ̃ ̃ . n e)(w a ̀-t a)(b o ́ . p a)] ~} & \text { [(gã..po)(gẽ..ne)(wà)-(tà.mõ)(ná.pa)] }
\end{array}
$$

Setting aside the morphophonological differences between stems and suffixes, the analysis of Waorani differs minimally from the analysis of Garawa in $\S 2$. In both languages, a foot is first parsed at one edge of the word, and then feet are parsed iteratively from the other. Whether monosyllabic feet surface wordmedially depends on the relative ranking of $\operatorname{Parse}(\sigma)$ and Trochee. Between

Waorani and Garawa, both rankings are attested. The HS analysis of Waorani straightforwardly derives two aspects of its stress system that pose problems in parallel OT: head feet dominate two syllables in odd-parity words, and pentasyllabic suffix strings are underparsed, even in even-parity words. These aspects reflect the relative timing of parsing in the HS analysis. An adequate monostratal analysis in parallel OT must draw on additional constraints and posit additional prosodic structure. The parallel OT analysis requires a FtBin constraint to derive odd-parity words. FootRight requires prosodic words to end with feet but does not distinguish between final monosyllabic or disyllabic feet. As discussed above, monosyllabic feet cannot compete with disyllabic feet in HS and are not parsed until late in a derivation. Thus, the first foot to be parsed is always disyllabic, and the structure of odd-parity words follows automatically. FootRight does not have the same effect in parallel OT, because all feet are parsed simultaneously, as the tableau in (46) illustrates. The exhaustive footing candidates ( $46 \mathrm{e}-\mathrm{g}$ ) all satisfy FootRight and $\operatorname{Parse}(\sigma)$, and are not distinguished by them. Trochee pushes the monosyllabic foot to the right edge of the word $(46 \mathrm{~g})$, dispreferring the desired output (46f). With the constraint set defined in $\S 2$, parallel OT cannot model Waorani.
(46) Monosyllabic feet are pushed to word edges by default in parallel OT

|  | FootRIGHT $\Rightarrow$ | $\operatorname{PARSE}(\sigma){ }^{\boldsymbol{m}}$ | Trochee ${ }^{\Rightarrow}$ |
| :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma$ | W $\quad 1234$ | W $\quad 11111$ | L |
| b. $\sigma\left(\frac{\sigma}{\sigma}\right)\left(\sigma^{\prime} \sigma\right)$ |  | $\text { W } \quad 1$ | L |
|  |  | W ${ }_{12345}^{1}$ | L |
|  | $\begin{array}{lr} \hline W & 1 \\ \hline \end{array}$ | $\begin{array}{lr} \hline \text { W } & 1 \\ & 12345 \\ \hline \end{array}$ | L |
|  |  |  | W ${ }_{12345}$ |
|  |  |  | $\begin{array}{lc} \mathrm{W} & 1 \\ 12345 \end{array}$ |
|  |  |  | 1 12345 |

In order to select the attested surface form $[(\grave{\sigma} \sigma)(\grave{\sigma})(\sigma \sigma)]$, some constraint must prefer it to candidate $(46 \mathrm{~g})$. Assuming a high-ranking constraint that maintains primary stress on the rightmost foot, an obvious choice is HdFtBin, which penalises monosyllabic feet with primary stress (Itô \& Mester 2007). The general FtBin would not be useful under directional evaluation. Like Trochee, it would prefer monosyllabic feet to surface at one edge of the word, minimising their violation. The parallel OT analysis requires additional prosodic structure to derive pentasyllabic suffix strings. Suffix strings are footed before stems in the HS analysis. Accordingly, the foot structure of suffix strings is unaffected by the shape of the stem, and pentasyllabic suffix strings always surface with an unfooted syllable. This does not hold in parallel OT, which predicts that pentasyllabic suffixes should be exhaustively parsed with odd-parity stems as in (47). The attested surface form (47b) is dispreferred by Trochee and
both $\operatorname{PaRSE}(\sigma)$ constraints to a candidate that parses the word evenly into five trochees (47c).

Parallel OT incorrectly predicts exhaustive footing

|  | $\operatorname{PARSE}(\sigma)_{\text {suffix }}^{\rightarrow}$ | $\operatorname{PaRSE}(\sigma) \Rightarrow$ | Trochee $\Rightarrow$ |
| :---: | :---: | :---: | :---: |
| a.$\sigma \sigma \sigma \sigma \sigma-\sigma \sigma \sigma \sigma \sigma$ <br> 12345 <br> 18910 | W ... ${ }_{678911}^{1111}$ | $\text { "W } \begin{array}{ll} 112111111111 \end{array}$ |  |
|  | W $\mathrm{Wl}^{\text {W }}$ ( ${ }_{678910}^{1}$ | $\mathrm{W}_{12345678910}$ | W .. ${ }_{5678910}$ |
|  |  |  |  |

While it is clear that the constraints introduced so far are inadequate to derive words with pentasyllabic suffix strings in parallel OT, the most economical analysis is not obvious. It is possible to derive underparsing in pentasyllabic suffix strings with three recursive prosodic words: one dominating the entire word, one dominating the stem, and one dominating the suffix string. The first two can be derived with Match constraints (Selkirk 2011) that require the morphosyntactic word and the stem to be coextensive with prosodic words. The suffix prosodic word can be motivated by requiring both children of the morphosyntactic prosodic word to be prosodic words (Myrberg 2013). With this structure in place, pentasyllabic stems can be modelled by indexing FootLeft to the suffix prosodic word and ranking it above $\operatorname{ParSE}(\sigma)$. This approach suffices for pentasyllabic suffix strings but has the disadvantage of motivating footing in the suffix string with two separate constraints. PARSE $(\sigma)_{\text {suffix }}$ is necessary to prefer the surface form of words such as [(mã̀.nõ)(mõ̀)(kà-dã)(nípa)] 'they make ear holes (pierced)' to an underparsing candidate that satisfies Trochee: *[(mã̀.nõ)(mõ̀.ka)-dã.(ní.pa)]. Waorani exhibits exhaustive bidirectional footing, a pattern that is otherwise unattested cross-linguistically. Directional HS predicts the existence of this pattern and captures it using ordinary footing constraints. By contrast, while it is possible to model Waorani in parallel OT, doing so requires additional constraints and may require additional prosodic structure. This case study highlights the relative economy of directional HS; the next section argues that its typological predictions are empirically adequate and restrictive.

## 4. Factorial typology

The previous two sections provide a coarse overview of the footing patterns predicted by directional Harmonic Serialism. To calculate an exact typology, Python scripts were written to implement the theory, and the scripts and typologies they produced are available as an online supplement to this article. The inputs to the calculation were strings of two to nine syllables, with Con comprising left-to-right and right-to-left copies of Parse ( $\sigma$ ), Trochee, Iamb, FootLeft, FootRight, NonFinality, *FootFoot, and Hd $(\omega)$. Copies of each constraint were used so that their directionalities could be set via constraint ranking, obviating the need for a parameter-setting component. The typology is empirically adequate and restrictive relative to other theories.

Before presenting the results, this section first explains how they were calculated. The typology calculator follows roughly the same steps as OT-Help (Staubs et al. 2010). It iterates over the set of inputs, finding the set of all possible derivations that start from each input. As it does this, it compares the ranking conditions on each derivation against those calculated for previous inputs, keeping only those combinations with satisfiable ranking conditions. The fusional reduction algorithm (Brasoveanu \& Prince 2011) is used to determine ranking conditions and (un)satisfiability. The output of the calculation is a set of languages that contain derivations for each input and a constraint ranking, organised by the set of surface forms. Fig. 1 illustrates how derivations are generated from a given input. Each node in the tree represents an intermediate form, and its child nodes represent the output of GEN with it passed in as input. Nodes in grey do not have satisfiable ranking conditions, either because they are harmonically bounded in the step in which they were generated or because their ranking conditions are inconsistent with their mothers' ranking conditions. The root of the tree $/ \sigma \sigma \sigma \sigma /$ is recursively expanded in a breadth-first manner until all of its branches converge or become inconsistent. Every path through the tree that starts at the root and terminates in a convergent form in square brackets represents a derivation with a satisfiable ranking condition. For example, the path that follows the top branches represents a derivation that parses trochees from left to right. Once the calculator has derivations for mul-


Figure 1. Possible derivations from $/ \sigma \sigma \sigma \sigma /$; candidates in grey are not possible optima, and are not passed back into GEN.
tiple inputs, it iterates through all possible pairs of derivations, keeping only those with satisfiable ranking conditions. Fig. 2 illustrates this process for the derivations from a four-syllable input (left) and a two-syllable input (right). Of the 76 combinations ( $19 \times 4$ ), only the 27 represented with thick lines have satisfiable ranking conditions. These 27 combinations would then be combined with another input's derivations, iterating pairwise through all derivation sets. The 179 optimal combinations generate the 154 languages reported in the sup-


Figure 2. Combining the derivations generated from four- and two-syllable strings; combinations with thick black lines have satisfiable ranking conditions, and those with thin grey lines require inconsistent rankings.
plemental materials. Twenty-four derivations do not generate a unique set of surface strings. Each grammar's ranking was simplified by determining whether the directionalities of constraints were relevant to the outcome. The directionality of a constraint is irrelevant if its two copies are not ranked relative to each other. For example, the Hasse diagram in Fig. 3a gives the full constraint ranking for antepenultimate stress, and the one in Fig. 3b gives the simplified version. Because IAMB $\Rightarrow$ dominates IAMB ${ }^{\Leftarrow}$, Iamb must be evaluated left-toright to derive the correct surface forms. No other constraint's directionality must be set to a specific value, and they are left unspecified in the simplified Hasse diagram. Of the 179 grammars in the calculated typology, there are 144 where the direction of $\operatorname{Parse}(\sigma)$ matters, 12 where the direction of Trochee matters, and 11 where the direction of IAMB matters. No other constraint's directionality is ever relevant, supporting the arguments in $\S 2$.
(a) Unsimplified

(b) Simplified


Figure 3. Full (a) and simplified (b) Hasse diagrams of the constraint ranking for antepenultimate stress.

### 4.1. Empirical adequacy

To assess the empirical adequacy of the typology, its predictions were compared primarily against those reported by Martínez-Paricio \& Kager (2015, 2021). Surveys of footing by Gordon (2002), van der Hulst et al. (2010) and Hyde (2016) were also consulted. The directional HS typology models all of the languages modelled by Martínez-Paricio \& Kager (2015, 2021), except for the seven exceptions discussed below. These patterns can all be derived with additional constraints or have been questioned in the descriptive literature. Therefore, directional HS appears to be empirically adequate as a model of quantity-insensitive footing. The directional HS typology omits the languages Choguita Rarámuri (Caballero 2008), Hoc*****k (Miner 1979), and Kashaya (Buckley 1994), which can all place primary stress on postpeninitial syllables. As mentioned in $\S 2$, these patterns can be derived with a constraint that penalises word-initial syllables that are dominated by a foot, à la NonFinalITY. Another language that requires additional constraints in directional HS is Sentani (Elenbaas 1999). Sentani exhibits bidirectional inexhaustive footing, as the words in (48) illustrate. Other than the trochaic head foot, feet are iambic.

Because the head foot surfaces at the right edge of words, its headedness reflects a ban on stressed final syllables, which requires a variant of NonFinality (see Hyde 2011 for other examples of rhythmic reversal). The other aspect of Sentani that requires an additional constraint is underparsing in six-syllable words (48e). This can be derived with the constraint *Clash-HEAD, which penalises stress clash involving the primary stress (Pater 2000: 246). Under the ranking FootLeft $\gg{ }^{*}$ Clash-Head $\gg \operatorname{Parse}(\sigma)$, only the foot parsed at the left edge of the word may surface adjacent to the head foot. Hence, tetrasyllabic words surface with stress clash (48c), but longer even-parity words do not (48e). With these two additional constraints, directional HS derives the pattern.
(48) Bidirectional stress and rhythmic reversal in Sentani (Elenbaas 1999: 65)
a. $(\sigma \sigma \sigma)$
b. $\sigma(\dot{\sigma} \sigma)$
c. $(\sigma \grave{\sigma})(\dot{\sigma} \sigma)$
d. $(\sigma \grave{\sigma}) \sigma(\sigma ́ \sigma)$
e. $(\sigma \grave{\sigma}) \sigma \sigma(\sigma \sigma \sigma)$
f. $(\sigma \grave{\sigma})(\sigma \grave{\sigma}) \sigma(\dot{\sigma} \sigma)$
bóhi
walóbo
fomàlére 'for we will go across'
haxòmibóxe 'he obeyed them'
molòkoxawále 'I wrote to you'
molòkoxàwaléne 'because I wrote to you'

Martínez-Paricio \& Kager (2015: 486) cite Baxoje-Jiwere (also called IowayOto; Whitman 1947) as a potential example of a language with non-iterative secondary stress. Whitman (1947: 238) describes Baxoje-Jiwere as placing primary stress on one of the two initial syllables, with secondary stress surfacing three syllables later, implying no other secondary stresses. The placement of primary stress is lexicalised, reflecting a weight distinction that was neutralised diachronically (Miner 1979; Rice 2011; Greer 2016). However, because Whitman (1947) does not provide examples, Martínez-Paricio \& Kager (2015: 486) state that they are hesitant to include it in their typology. If the language does, in fact, exhibit non-iterative secondary stress, it is not obvious how it would be derived in directional HS, and it thus challenges the theory. The descriptions of the remaining two languages, Indonesian and Estonian, have been questioned in recent literature. Martínez-Paricio \& Kager (2015) appear to include Cohn's (1989) description of Indonesian stress in their typology (see p. 6 of the supplemental materials to Martínez-Paricio \& Kager 2015). However, in instrumental studies, Maskikit-Essed \& Gussenhoven (2016) argue that the language does not exhibit any word-level prominence. Directional HS does derive the pattern Cohn (1989) attributes to Indonesian, but I do not mark it as attested in the typology in the supplemental materials. Martínez-Paricio \& Kager (2015: 483) attribute an exhaustive footing strategy to Estonian that parses as many ternary feet as possible, as well as one or two binary feet. This results in heptasyllabic words being parsed as $[(\hat{\sigma} \sigma \sigma)(\grave{\sigma} \sigma)(\grave{\sigma} \sigma)]$, with two binary feet surfacing to avoid a monosyllabic foot $*[(\dot{\sigma} \sigma \sigma)(\grave{\sigma} \sigma \sigma)(\grave{\sigma})]$ or an unfooted syllable *[(б́ $\sigma \sigma)(\grave{\sigma} \sigma \sigma) \sigma]$. Deriving these patterns would instantiate a lookahead effect in HS, making it impossible to model. Parsing left-to-right, the choice between leaving an unparsed syllable between feet $[\ldots(\grave{\sigma} \sigma) \sigma(\grave{\sigma} \sigma) \ldots]$ or not $[\ldots(\grave{\sigma} \sigma)(\grave{\sigma} \sigma) \sigma \ldots]$ would depend on whether a binary foot could be parsed
in the next step. However, it is not clear exactly what the Estonian pattern is. Secondary literature citing Hint (1973) reports that secondary stress varies freely between binary and ternary rhythm (Prince 1980; Hayes 1995), and more recent work describes it as primarily trochaic (Viitso 2007: 16-17). Furthermore, a phonetic study by Asu \& Lippus (2018) does not find any acoustic evidence of secondary stress, and they question its existence (see Golston 2021 for further discussion). Thus, like Baxoje-Jiwere, Estonian presents an interesting challenge to directional HS but one that demands further descriptive work. Overall, the theory of footing presented in this paper appears to be empirically adequate. The languages excluded from the factorial typology are modelled straightforwardly by including additional constraints. This parallels the discussion of Waorani footing in $\S 3$, in that both HS and parallel OT can model the language, but parallel OT requires additional constraints. However, to model Waorani, the parallel OT analysis may also require inferred prosodic structure, which is not the case with the languages discussed above. Baxoje-Jiwere and Estonian present the most compelling challenges to the theory, but it is difficult at present to evaluate them carefully.

### 4.2. Comparison to other theories

To compare the typological predictions of directional HS against other theories, two additional factorial typologies were calculated. These are also reported in the supplemental materials. One used exactly the same set of constraints but lifted the restrictions on GEn, yielding a typology of parallel OT with directional constraints. In the other, constraints were evaluated by counting loci, yielding a typology of HS with counting constraints. The counting typology also included the constraints AllFt-L (49) and AllFt-R (50) (McCarthy \& Prince 1993; McCarthy 2003; Hyde 2012a, 2016) to regulate where feet are parsed (see Pruitt 2012: ch. 5 for arguments against other approaches in HS with counting constraints). These comparisons independently test GEN, whether mappings are serial or parallel, as well as Con, whether constraints are directional or not. While Martínez-Paricio \& Kager (2015) assume different prosodic structures and a different constraint set, a less systemic comparison to their reported factorial typology is also discussed below.
(49) AllFt-L: For every foot dominated by a prosodic word, assign one violation for every syllable to its left that is dominated by the same prosodic word.
(50) AllFt-R: For every foot dominated by a prosodic word, assign one violation for every syllable to its right that is dominated by the same prosodic word.

Overall, all four theories offer equivalent empirical coverage. The parallel theories require additional constraints to model Waorani, and the three calculated typologies require additional constraints to model the languages discussed in §4.1. The parallel OT typology with directional constraints models 120 of the

154 languages in the directional HS typology, plus five patterns that are not attested. The HS typology with counting constraints models all of the languages in the directional HS typology, plus 76 unattested patterns. The main division between typologies reflects differences in Con: while many of the pathologies reported by Martínez-Paricio \& Kager (2015) occur in the HS typology with counting constraints, none occur in the directional typologies.

### 4.2.1. Parallel Optimality Theory

The parallel OT typology with directional constraints largely overlaps with the directional HS typology. It models 120 of the 154 languages in the directional HS typology. The 34 languages it does not model comprise 10 exhaustive bidirectional languages, 22 with long lapse (although it does not categorically avoid long lapse languages), and two dual-stress languages that surface with a monosyllabic foot in tetrasyllabic words to avoid adjacent feet. Of these 34 languages, the only one that is attested corresponds to Waorani footing, which can be modelled using additional constraints, as in $\S 3$. The five languages that are produced only by parallel OT all exhibit ternary rhythm and surface with one or two monosyllabic feet at one end of the word. One example is given in (51). All the words in this language satisfy FootRight and *FootFoot. Words with $3 n$ syllables surface with two monosyllabic feet towards their right edge (51b,e,h). Final dactyls *[... $(\sigma \sigma) \sigma]$ are dispreferred by FootRight, and a final right-aligned trochee $*[\ldots \sigma(\sigma \sigma)]$ is dispreferred by $\operatorname{Parse}(\sigma) \Rightarrow$.
(51) Ternary rhythm with up to two monosyllabic feet (unattested)
a. $(\dot{\sigma} \sigma)$
b. $(\dot{\sigma}) \sigma(\dot{\sigma})$
c. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma})$
d. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma)$
e. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma}) \sigma(\dot{\sigma})$
f. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma(\dot{\sigma})$
g. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma)$
h. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma(\dot{\sigma}) \sigma(\dot{\sigma})$

As in the discussion of Estonian in the previous subsection, deriving these patterns in HS would require lookahead. Parsing left-to-right, whether a trochee or a monosyllabic foot should be parsed would depend on the next step. A trochee is parsed if it would leave at least two unfooted syllables; otherwise, a monosyllabic foot would be parsed. Overall, parallel OT and HS produce comparable typologies with directional constraints. However, as discussed in the introduction, parallel OT with directional constraints is still capable of producing unattested global effects. The tableaux in (52) illustrate the derivation of non-local trochaic shortening, following Pruitt (2010, 2012). Odd-parity words of all light syllables $L$ are parsed into right-aligned trochees, leaving an unfooted syllable at the left edge of the word (52a). Final heavy syllables preceded by strings of light syllables are either parsed into monosyllabic feet (H́) or shortened and parsed into trochees (ĹL), depending on the parity of the string of
light syllables. With an even number of light syllables, as in (52b), the string can be exhaustively parsed without shortening (52b.ii). ${ }^{\text {d }}$ Parsing the heavy syllable into a trochee fatally violates the constraint on unbalanced trochee *(ĹH) (52b.iv), and shortening it needlessly violates $\operatorname{Parse}(\sigma)$ and $\operatorname{Max}(\mu)$ (52b.v). However, when there is an odd number of light syllables, it is optimal to shorten final heavy syllables (52c). Otherwise, an unbalanced trochee would be parsed (52c.ii), or a syllable would be left unfooted (52c.iv). Thus, the surface form of final heavy syllables depends on the parity of the preceding string.
(52) Non-local trochaic shortening in parallel Optimality Theory with directional constraints (unattested)
a. Odd-parity input with only light syllables

| /LLLLLL/ | Trochee ${ }{ }^{\text {a }}$ | $\operatorname{PaRSE}(\sigma){ }^{\leftarrow}$ | * L H$)^{\prime}$ | $\operatorname{Max}(\mu){ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: |
| i. $1_{12}{ }_{3}{ }_{4}$ |  | W ${ }_{5}^{11111}$ |  |  |
|  | W $\quad \ldots{ }_{5}^{1}$ | L |  |  |
|  |  | W ${ }_{54321}$ |  |  |
| iv. $1_{1}^{\mathrm{L}\left(\underset{2}{2} \mathrm{~L}_{3}\right)\left(\mathrm{L} \mathrm{L}_{4} \mathrm{~L}\right)}$ |  | ${ }_{54321}^{1}$ |  |  |

b. Final heavy syllable preceded by an even number of light syllables

| /LLLLH/ | Trochee $\Rightarrow$ | $\operatorname{PaRSE}(\sigma){ }^{\leftarrow}$ | * (ĹLH) $\Rightarrow$ | $\operatorname{Max}(\mu)=$ |
| :---: | :---: | :---: | :---: | :---: |
| i. LLLLH |  | W ${ }_{54321}$ |  |  |
|  |  |  |  |  |
| $\text { iii. (ĹL }{ }_{1}$ |  | W ${ }_{54321}^{1}$ |  |  |
| iv. ${ }_{1}^{\mathrm{L}}(\underset{2}{\mathrm{~L}} \mathrm{~S})(\underset{4}{\mathrm{~L}} \mathrm{~L}$ ) |  | W ${ }_{54321}^{1}$ | W . . ${ }_{5}^{1}$ |  |
| $\text { v. }{ }_{1}^{\mathrm{L}}(\underset{2}{\mathrm{~L} \mathrm{~L} L} \mathrm{~L})(\underset{4}{\mathrm{~L}} \mathrm{~L})$ |  | W ${ }_{54321}^{1}$ |  | W $\ldots$. |

c. Final heavy syllable preceded by an odd number of light syllables

| /LLLH/ | Trochee ${ }^{\text {a }}$ | $\operatorname{PaRSE}(\sigma){ }^{\leftarrow}$ | * (ĹLH) $\Rightarrow$ | $\operatorname{MAx}(\mu) \Rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
| i. LLLH |  | W 1111 |  | L |
| ii. ${ }^{1234}$ (ĹL $)\left(\mathrm{LL}_{3} \mathrm{H}\right)$ |  |  | W . . . ${ }_{4}$ | L |
|  |  |  |  | ${ }_{4}$ |
|  |  | W ${ }_{432}^{1}$ |  | L |

The same is true of the model Martínez-Paricio \& Kager (2015, 2021) propose, which is also couched in parallel OT. Because they are not modelling dual-stress

[^3]systems (Martínez-Paricio \& Kager 2015: 487), their factorial typology does not include the constraints FootLeft and FootRight. When these constraints are included, their system models sour grapes stress, an unattested pattern where multiple feet surface only in even-parity words, as in (8) (Koser \& Jardine 2020). The derivation is illustrated in the tableaux in (54). These tableaux include the constraint Chain-R (53), which penalises unfooted syllables that are followed by feet (Martínez-Paricio \& Kager 2015: 470). FootLeft causes all words to surface with initial iambs, and additional feet surface only when this would satisfy FootRight. Parsing feet only at the word edges is ruled out by Chain-R, as in (54a.iv) and (54b.iv), and monosyllabic feet fatally violate Iamb (54b.vi). Consequently, FootRight can be satisfied optimally only by a string of iambs that spans the entire word, which is possible only in even-parity words (54a.v). In odd-parity words, FootRight cannot be satisfied without violating higher-ranked constraints, inexhaustive parsing fatally violates Trochee (54b.v), and only one iamb surfaces (54b.iii).
(53) Chain-R: For every unfooted syllable dominated by a prosodic word, assign one violation if there is a foot to its right dominated by the same prosodic word.
(54) Sour grapes stress in parallel Optimality Theory
a. Even-parity strings are exhaustively footed

| $/ \sigma \sigma \sigma \sigma \sigma \sigma /$ | Chain-R i | IAMB | FootLeft | FootRight | Trochee |
| :---: | :---: | :---: | :---: | :---: | :---: |
| i. $\sigma \sigma \sigma \sigma \sigma \sigma$ |  |  | W 1 | W 1 | L |
| ii. $(\hat{\sigma} \sigma) \sigma \sigma \sigma \sigma$ |  | W 1 |  | W 1 | L |
| iii. $(\sigma \hat{\sigma}) \sigma \sigma \sigma \sigma$ |  |  |  | W 1 | L 1 |
| iv. $(\sigma \hat{\sigma}) \sigma \sigma(\sigma \dot{\sigma})$ | W 2 |  |  |  | L 2 |
| v. $(\sigma \dot{\sigma})(\sigma \dot{\sigma})(\sigma \dot{\sigma})$ |  |  |  |  | 3 |

b. Odd-parity strings surface with one foot at their left edge

| $/ \sigma \sigma \sigma \sigma \sigma \sigma \sigma /$ | CHAIN-R | IAMB | FOOTLEFT | FOOTRIGHT | TROCHEE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| i. $\sigma \sigma \sigma \sigma \sigma \sigma \sigma$ |  |  | W 1 | 1 | L |
| ii. $(\sigma \sigma) \sigma \sigma \sigma \sigma \sigma$ |  | W 1 |  | 1 | L |
| iii. $(\sigma \dot{\sigma}) \sigma \sigma \sigma \sigma \sigma$ |  |  |  | 1 | 1 |
| iv. $(\sigma \dot{\sigma}) \sigma \sigma \sigma(\sigma \dot{\sigma})$ | W 3 |  |  | L | W 2 |
| v. $(\sigma \dot{\sigma})(\sigma \dot{\sigma})(\sigma \dot{\sigma}) \sigma$ |  |  |  | 1 | W 3 |
| vi. $(\sigma \dot{\sigma})(\sigma \dot{\sigma})(\sigma \dot{\sigma})(\dot{\sigma})$ |  | W 1 |  | L | W 4 |

The pattern holds whether these constraints are evaluated by counting loci as in (54) or directionally. Just as in the tableaux in (6), violations of Trochee are tolerated only for candidates that satisfy FootRight. In summary, HS and parallel OT produce comparable typologies of quantity-insensitive footing with directional constraints. However, because parallel OT predicts unattested global interactions, HS is more restrictive. This echoes similar arguments that favour HS with counting constraints (McCarthy 2006, 2008a).

### 4.2.2. Harmonic Serialism with counting constraints

The HS typology with counting constraints produces a strict superset of the directional HS typology. It models all of the 154 languages in the directional HS typology, as well as 76 additional languages. These include 30 languages with ternary rhythm and 14 bidirectional languages. More notable are the 30 languages that exhibit a novel pathology and the two languages that exhibit a variant of a pathology identified by Martínez-Paricio \& Kager (2015). This section focuses on the 32 pathological languages, demonstrating why they are not reproduced in directional HS. The novel pathologies delay parsing certain syllables into feet until late in the derivation. This results in languages which consistently surface[PG7] with word-final monosyllabic feet or multiple wordinternal stress clashes. I will refer to these pathologies as pseudo-nonfinality and pseudo-ternary rhythm, respectively. Pseudo-nonfinality is illustrated in (55). All words with at least three syllables surface with a final monosyllabic foot ( $55 \mathrm{~b}-\mathrm{h}$ ), and even-parity words with at least four syllables surface with an initial monosyllabic foot as well ( $55 \mathrm{c}, \mathrm{e}, \mathrm{g}$ ).
(55) Pseudo-nonfinality (unattested): words with at least three syllables
surface with a final monosyllabic foot
a. $(\sigma \sigma)$
b. $(\dot{\sigma} \sigma)(\dot{\sigma})$
c. $(\dot{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma})$
d. $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$
e. $(\dot{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$
f. $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$
g. $(\dot{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$
h. $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$

Pseudo-nonfinality is derived in two stages: non-final syllables are exhaustively footed from right to left, and then the final syllable is parsed into a monosyllabic foot. The tableaux in (56) illustrate the derivation of a six-syllable word. In the first two steps, trochees are parsed as far to the right as possible. NonFinality prevents a foot from being parsed at the right edge in the first step (56f), and monosyllabic feet are not contenders when disyllabic feet are available. Because Parse $(\sigma)$ dominates Trochee, a monosyllabic foot is parsed in the third step (56k). Finally, because Parse( $\sigma$ ) also dominates NonFinality, the final syllable is footed (56n). The derivation converges on an output with monosyllabic feet at both edges $[(\dot{\sigma})(\hat{\sigma} \sigma)(\dot{\sigma} \sigma)(\dot{\sigma})]$.
(56) Pseudo-nonfinality in Harmonic Serialism (unattested): the final syllable is passed over initially and then footed at the end of the derivation

| / $\sigma \sigma \sigma \sigma \sigma \sigma /$ | Parse( $\sigma$ ) | Trochee | NONFINALITY | AllFt-R |
| :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma \sigma$ | W 6 |  |  |  |
| b. $(\hat{\sigma} \sigma) \sigma \sigma \sigma \sigma$ | 4 |  |  | W 4 |
| c. $\sigma(\dot{\sigma} \sigma) \sigma \sigma \sigma$ | 4 |  |  | W 3 |
| d. $\sigma \sigma(\dot{\sigma} \sigma) \sigma \sigma$ | 4 |  |  | W 2 |
| e. $\sigma \sigma \sigma(\hat{\sigma} \sigma) \sigma$ | 4 |  |  | 1 |
| f. $\sigma \sigma \sigma \sigma(\hat{\sigma} \sigma)$ | 4 |  | W 1 | L |
| g. $\sigma \sigma \sigma(\dot{\sigma} \sigma) \sigma$ | W 4 |  |  | L 1 |
| h. $(\hat{\sigma} \sigma) \sigma(\hat{\sigma} \sigma) \sigma$ | 2 |  |  | W 5 |
| i. $\sigma(\hat{\sigma} \sigma)(\dot{\sigma} \sigma) \sigma$ | 2 |  |  | 4 |
| j. $\sigma\left(\frac{\sigma}{} \boldsymbol{\sigma}\right)(\hat{\sigma} \sigma) \sigma$ | W 2 | L |  | L 4 |
| k. $(\dot{\sigma})(\hat{\sigma} \sigma)(\hat{\sigma} \sigma) \sigma$ | 1 | 1 |  | 9 |
| 1. $\sigma(\dot{\sigma} \sigma)(\dot{\sigma} \sigma)(\hat{\sigma})$ | 1 | 1 | W 1 | L 4 |
| m. $(\hat{\sigma})(\hat{\sigma} \sigma)(\hat{\sigma} \sigma) \sigma$ | W 1 | L 1 | L | 9 |
| n. ( ${ }^{\prime}$ ) $(\hat{\sigma} \sigma)(\hat{\sigma} \sigma)(\hat{\sigma})$ |  | 2 | 1 | 9 |

HS with counting constraints models pseudo-nonfinality, because $\operatorname{Parse}(\sigma)$ and AllFt-R are separate constraints, and it is possible to rank NonFinality between them. Under the ranking NonFinality $\gg$ AllFt-R, it is not optimal to parse the final syllable when another disyllabic foot is available. Under the ranking $\operatorname{Parse}(\sigma) \gg$ NonFinality, it is not optimal to leave the final syllable unparsed, and it surfaces in a monosyllabic foot by the end of the derivation. In directional HS, Parse ( $\sigma$ ) subsumes AllFt-R, and NonFinalITY cannot be ranked between the footing imperative and the constraint that regulates where feet surface. It either dominates $\operatorname{Parse}(\sigma)$, the final syllable surfacing unparsed, or is dominated by $\operatorname{Parse}(\sigma)$, the final syllable surfacing in a foot. Similarly, ranking *FootFoot between $\operatorname{Parse}(\sigma)$ and the dominant alignment constraint produces pseudo-ternary rhythm, as illustrated in (57). In this pathology, strings are parsed into alternating strings of trochees and monosyllabic feet.
(57) Pseudo-ternary rhythm (unattested)
a. $(\sigma \sigma)$
b. $(\dot{\sigma} \sigma)(\sigma)$
c. $(\sigma \sigma \sigma)(\sigma \sigma)$
d. $(\sigma ́ \sigma)(\sigma)(\sigma ́ \sigma)$
e. $(\dot{\sigma} \sigma)(\dot{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma})$
f. $(\dot{\sigma} \sigma)(\dot{\sigma})(\hat{\sigma} \sigma)(\dot{\sigma} \sigma)$
g. $(\dot{\sigma} \sigma)(\dot{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma})(\dot{\sigma} \sigma)$
h. $(\dot{\sigma} \sigma)(\dot{\sigma})(\dot{\sigma} \sigma)(\sigma)(\dot{\sigma} \sigma)(\dot{\sigma})$

Pseudo-ternary rhythm is derived by first parsing non-adjacent feet and then going back and filling in the gaps[PG8]. The tableaux in (58) illustrate the derivation of a six-syllable word. In the first two steps, non-adjacent trochees are parsed from left to right, deriving a dactylic rhythm. Because Parse ( $\sigma$ ) dominates Trochee, the stray syllables are then parsed into monosyllabic feet
in the last two steps. The derivation converges on an output with monosyllabic feet word-medially and finally $[(\hat{\sigma} \sigma)(\dot{\sigma})(\dot{\sigma} \sigma)(\hat{\sigma})]$.
(58) Pseudo-ternary rhythm in Harmonic Serialism (unattested):
non-adjacent feet are parsed in the first pass (a-j), and monosyllabic feet in the second pass ( $k-o$ )

| $/ \sigma \sigma \sigma \sigma \sigma \sigma /$ | $\operatorname{PARSE}(\sigma)$ | Trochee | *FootFoot | AllFt-L |
| :---: | :---: | :---: | :---: | :---: |
| a. $\sigma \sigma \sigma \sigma \sigma \sigma$ | W 6 |  |  |  |
| b. $(\dot{\sigma} \sigma) \sigma \sigma \sigma \sigma$ | 4 |  |  |  |
| c. $\sigma(\dot{\sigma} \sigma) \sigma \sigma \sigma$ | 4 |  |  | W 1 |
| d. $\sigma \sigma(\dot{\sigma} \sigma) \sigma \sigma$ | 4 |  |  | W 2 |
| e. $\sigma \sigma \sigma(\hat{\sigma} \sigma) \sigma$ | 4 |  |  | W 3 |
| f. $\sigma \sigma \sigma \sigma\left(\frac{\sigma}{} \sigma\right)$ | 4 |  |  | W 4 |
| g. $(\dot{\sigma} \sigma) \sigma \sigma \sigma \sigma$ | W 4 |  |  | L |
| h. $(\dot{\sigma} \sigma)(\dot{\sigma} \sigma) \sigma \sigma$ | 2 |  | W 1 | L 2 |
| i. $(\dot{\sigma} \sigma) \sigma(\hat{\sigma} \sigma) \sigma$ | 2 |  |  | 3 |
| j. $(\dot{\sigma} \sigma) \sigma \sigma(\hat{\sigma} \sigma)$ | 2 |  |  | W 4 |
| k. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma) \sigma$ | W 2 | L | L | L 3 |
| l. $(\dot{\sigma} \sigma)(\dot{\sigma})(\hat{\sigma} \sigma) \sigma$ | 2 | 1 | W 2 | L 5 |
| m . $(\hat{\sigma} \sigma) \sigma(\hat{\sigma} \sigma)(\hat{\sigma})$ | 2 | 1 | 1 | 8 |
| n. $(\dot{\sigma} \sigma) \sigma(\dot{\sigma} \sigma)(\dot{\sigma})$ | W 1 | L 1 | L 1 | L 8 |
| o. $(\hat{\sigma} \sigma)(\hat{\sigma})(\dot{\sigma} \sigma)(\dot{\sigma})$ |  | 2 | 3 | 10 |

Pseudo-ternary rhythm results from the same mechanism as pseudo-nonfinality: *FootFoot is ranked between $\operatorname{Parse}(\sigma)$ and $\operatorname{AllFt-L}$, and is able to keep feet separated for only part of the derivation. Because these constraints are unified in directional HS, it does not reproduce the pathology. In the third pathology produced by HS with counting constraints, only disyllabic words are parsed into feet. Longer words do not contain feet; therefore, they do not bear stress. This resembles trisyllabic exceptionality, a pattern identified by Martínez-Paricio \& Kager (2015: 489), wherein ternary feet surface only in trisyllabic words; longer words exhibit strictly binary rhythm. The tableaux in (59) illustrate the short-word pathology. With both alignment constraints ranked above $\operatorname{Parse}(\sigma)$, feet can surface only when they would coincide with both word edges (59a). In words longer than two syllables, feet do not surface (59b).
(59) Short-word pathology (unattested): only disyllabic words are parsed into feet
a. A disyllabic word is footed

| $/ \sigma \sigma /$ | AllFt-L | AllFt-R | Parse $(\sigma)$ |
| :---: | :---: | :---: | :---: |
| i. $\sigma \sigma$ |  | W 2 |  |
| ii. $(\hat{\sigma} \sigma)$ |  |  |  |

b. Footing a longer word cannot satisfy both AllFt-L and AllFt-R

| $/ \sigma \sigma \sigma /$ | AllFt-L | AllFt-R | Parse $(\sigma)$ |
| :---: | :---: | :---: | :---: |
| i. $\sigma \sigma \sigma$ |  |  | 3 |
| ii. $(\hat{\sigma} \sigma) \sigma$ |  | W 1 | L 1 |
| iii. $\sigma(\dot{\sigma} \sigma)$ | W 1 |  | L 1 |

The short-word pathology requires constraints that penalise feet which surface away from a word edge. There is no such constraint in the proposed directional HS theory of footing, and the pathology is correctly avoided. In summary, HS produces a strictly smaller typology with directional constraints than with counting constraints. HS with counting constraints was shown to generate three pathological patterns that result from the footing-imperative constraint being different from the constraints that regulate where feet surface. Directional HS correctly avoids these pathologies by unifying these constraints.

### 4.3. Summary

The factorial typology of directional HS footing is empirically adequate insofar as it adequately replicates the empirical coverage of the typology reported by Martínez-Paricio \& Kager $(2015,2021)$. The languages not captured by the set of constraints used in the reported calculation can be modelled straightforwardly with additional constraints. The directional HS typology compares favourably against typologies for HS with counting constraints and parallel OT with directional constraints. Like Martínez-Paricio and Kager's parallel OT model, parallel OT with directional constraints produces unattested global interactions, which are not generated in HS. HS generates strictly more languages with counting constraints than directional constraints, including pathologies wherein certain syllables are not parsed until late in the derivation. Comparing the factorial typologies of these theories is useful, because it reveals what patterns each theory is able to represent. This approach is only one perspective on evaluating the overgeneration of a model. None of the theories here take into account the fact that trochaic languages are more robustly attested than iambic languages and unidirectional footing is more common than bidirectional footing (Goedemans 2010) or computational results correlating ease of learning with how robustly attested a stress pattern is (Heinz 2007, 2009; Bane \& Riggle 2008; Staubs 2014a,b; Stanton 2016).[PG9] Incorporating these pressures into formal models is an obvious direction in which to take this research. Furthermore, evaluating any theory empirically requires caveats about sampling bias (McCollum et al. 2020) and the evidentiary strength of descriptions (de Lacy 2014).

## 5. Conclusion

Directional Harmonic Serialism is a constraint-based framework where GEN can make only one change at a time and Con contains only directional constraints.

As the introduction highlights, directional constraints empower Harmonic Serialism to model iterative processes with locally defined constraints. This eliminates the need for more complex mechanisms and formally unifies diverse empirical phenomena (see Lamont 2019, 2021 for preliminary work on featurespreading). One goal of this project is to develop an empirically adequate theory of phonology that assumes as few formal mechanisms as possible, along the lines of iterative rule-based models (Brown 1972; Howard 1972; Johnson 1972; Jensen \& Stong-Jensen 1973; Cearley 1974; Vago \& Battistella 1982; Archangeli \& Pulleyblank 1994). This paper is the first step towards that goal, applying directional Harmonic Serialism to the domain of quantity-insensitive footing. This paper proposes and demonstrates a theory of footing in directional Harmonic Serialism, building on work by Pruitt (2010, 2012). The theory uses fewer constraints than Pruitt's theory, notably omitting alignment constraints and FtBin. The directionalities of $\operatorname{Parse}(\sigma)$, Trochee, and Iamb replicate the effects of alignment constraints in determining where feet surface. For all other constraints, directionality is irrelevant to the grammar and does not contribute additional languages to the typology. How widely this holds in other empirical domains is not known, but it appears to be the case that the directions of faithfulness constraints are in general irrelevant[PG10] (Lamont 2022). Thus, while directional constraints are uncommon in the literature, working with the theory is not significantly different from others that may be more familiar to practicing phonologists. I have also presented software to calculate typologies in directional HS to test its typological predictions. In doing so, I have shown that directional HS has desirable typological properties. For the range of phenomena considered, directional HS has comparable empirical coverage to work by Martínez-Paricio \& Kager $(2015,2021)$ and avoids pathological predictions associated with other theories of footing. Furthermore, because the software is modular and freely available, it empowers other phonologists to work with the theory and test it.

Competing interests. The author declares that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments. This work has greatly benefited from thoughtful comments by three anonymous reviewers for Phonology and the associate editor, discussions with Michael Becker, Brett Hyde, Gaja Jarosz, John McCarthy, Joe Pater, Kathryn Pruitt, and Kristine Yu, as well as with participants in the UMass Sound Workshop and audiences at PhoNE 2019 and AMP 2020. All remaining errors are, of course, my own.

Supplementary material. The supplemental materials present three factorial typologies of footing - Harmonic Serialism with directional constraints and counting constraints, and parallel Optimality Theory with directional constraints - and the Python scripts used to calculate them.[PG11]

## References

Alber, Birgit (2005). Clash, lapse and directionality. NLLT 23. 485-542.
Archangeli, Diana \& Douglas Pulleyblank (1994). Grounded phonology. MIT Press.

Asu, Eva Liina \& Pärtel Lippus (2018). Katarzyna Klessa, Jolanta Bachan, Agnieszka Wagner, Maciej Karpiński \& Daniel Śledziński (eds.) Proceedings of the 9th International Conference on Speech ProsodyAcoustic correlates of secondary stress in Estonian. 602-606.
Bane, Max \& Jason Riggle (2008). Jason Eisner \& Jeffrey Heinz (eds.) Proceedings of the Tenth Meeting of ACL Special Interest Group on Computational Morphology and PhonologyThree correlates of the typological frequency of quantity-insensitive stress systems. Association for Computational Linguistics, 29-38.
Beasley, Tim \& Katherine Crosswhite (2003). Avoiding boundaries: antepenultimate stress in a rule-based framework. LI 34. 361-392.
Brasoveanu, Adrian \& Alan Prince (2011). Ranking and necessity: the Fusional Reduction Algorithm. NLLT 29. 3-70.
Breteler, Jeroen (2018). A foot-based typology of tonal reassociation. PhD dissertation, University of Amsterdam.
Brown, E. W. (1972). Research Laboratory of Electronics progress report no. 105 How to apply phonological rules. MIT, 143-146.
Buckley, Eugene (1994). Persistent and cumulative extrametricality in Kashaya. NLLT 12. 423-464.
Caballero, Gabriela (2008). Choguita Rarámuri (Tarahumara) phonology and morphology. PhD dissertation, University of California, Berkeley.
Cearley, Alvin (1974). The only phonological rule ordering principle. CLS 10. 30-42.
Cohn, Abigail C. (1989). Stress in Indonesian and bracketing paradoxes. NLLT 7. 167-216.
de Lacy, Paul (2006). Markedness: reduction and preservation in phonology. Cambridge University Press.
de Lacy, Paul (2011). Marc van Oostendorp, Colin Ewen, Elizabeth Hume \& Keren Rice (eds.) The Blackwell companion to phonologyMarkedness and faithfulness constraints. Wiley-Blackwell, 1492-1512.
de Lacy, Paul (2014). Harry van der Hulst (ed.) Word stress: theoretical and typological issuesEvaluating evidence for stress systems. Cambridge University Press, 149-193.
de Lacy, Paul (2020). Eno-Abasi Urua, Francis Egbokhare, Olúṣẹyẹ Adéṣ̣lá \& Harrison Adeniyi (eds.) African languages in time and space: a festschrift in honour of Professor Akinbiyi AkinlabiThe feature [stress]. Zenith BookHouse, 1-27.
Eisner, Jason (2000). Proceedings of the 18th International Conference on Computational LinguisticsDirectional constraint evaluation in Optimality Theory. Association for Computational Linguistics, 257-263.
Eisner, Jason (2002). Pierre Isabelle, Eugene Charniak \& Dekang Lin (eds.) Proceedings of the 40 th annual meeting of the Association for Computational LinguisticsComprehension and compilation in Optimality Theory. Association for Computational Linguistics, 56-63.
Elenbaas, Nine (1999). A unified account of binary and ternary stress. PhD dissertation, Universiteit Utrecht.
Elenbaas, Nine \& René Kager (1999). Ternary rhythm and the lapse constraint. Phonology 16. 273-329.

Finley, Sara (2008). Formal and cognitive restrictions on vowel harmony. PhD dissertation, Johns Hopkins University.
Fitzgerald, Colleen M. (2000). A reanalysis of bidirectionality in Auca. WCCFL 28. 106-118.
Franks, Steven (1987). Regular and irregular stress in Macedonian. International Journal of Slavic Linguistics and Poetics 35/36. 93-139.
Furby, Christine E. (1974). Garawa phonology. Papers in Australian Linguistics 7. 1-12.
Goedemans, Rob (2010). Harry van der Hulst, Rob Goedemans \& Ellen van Zanten (eds.) A survey of word accentual patterns in the languages of the world A typology of stress patterns. De Gruyter Mouton, 647-666.
Golston, Chris (2021). No stress system requires recursive feet. Catalan Journal of Linguistics 20. 9-35.

Gordon, Matthew (2002). A factorial typology of quantity-insensitive stress. NLLT 20. 491-552.

Greer, Jill D. (2016). Catherine Rudin \& Bryan James Gordon (eds.) Advances in the study of Siouan languages and linguisticsBaxoje-Jiwere grammar sketch, volume 10 of Studies in Diversity Linguistics. Language Science Press, 183-229.
Halle, Morris \& Michael Kenstowicz (1991). The free element condition and cyclic versus noncyclic stress. LI 22. 457-501.
Hansen, K. C. \& L. E. Hansen (1969). Pintupi phonology. Oceanic Linguistics 8. 153-170.
Hayes, Bruce (1995). Metrical stress theory. University of Chicago Press.
Heinz, Jeffrey (2007). Inductive learning of phonotactic patterns. PhD dissertation, University of California Los Angeles.
Heinz, Jeffrey (2009). On the role of locality in learning stress patterns. Phonology 26. 303-351.
Hint, Mati (1973). Eesti keele sõnafonoloogia. Eesti NSV Teaduste Akadeemia.
Howard, Irwin (1972). A directional theory of rule application. PhD dissertation, Massachusetts Institute of Technology.
van der Hulst, Harry, Rob Goedemans \& Ellen van Zanten (2010). A survey of word accentual patterns in the languages of the world. De Gruyter Mouton.
Hyde, Brett (2008). Bidirectional stress systems. WCCFL 26. 270-278.
Hyde, Brett (2011). Marc van Oostendorp, Colin Ewen, Elizabeth Hume \& Keren Rice (eds.) The Blackwell companion to phonologyExtrametricality and non-finality. Wiley-Blackwell, 1027-1051.
Hyde, Brett (2012a). Alignment constraints. NLLT 30. 789-836.
Hyde, Brett (2012b). The odd-parity input problem in metrical stress theory. Phonology 29. 383-431.
Hyde, Brett (2016). Layering and directionality. Equinox.
Itô, Junko \& Armin Mester (2007). Yoichi Miyamoto \& Masao Ochi (eds.) Formal approaches to Japanese linguistics (FAJL 4)Prosodic adjunction in Japanese compounds. MIT Working Papers in Linguistics, 97-111.
Jensen, John T. \& Margaret Stong-Jensen (1973). Ordering and directionality of iterative rules. Papers in Linguistics 6. 66-90.
Johnson, C. Douglas (1972). Formal aspects of phonological description. Mouton.
Kager, René (1994). Ternary rhythm in alignment theory. Ms., Utrecht University. Available as ROA-35 from the Rutgers Optimality Archive.
Key, Harold (1961). Phonotactics of Cayuvava. IJAL 27. 143-150.
Key, Harold (1963). Morphology of Cayuvava. PhD dissertation, The University of Texas.
Koser, Nate \& Adam Jardine (2020). Nari Rhee \& Ryan Budnick (eds.) Proceedings of the $43 r d$ Annual Penn Linguistics ConferenceThe complexity of optimizing over strictly local constraints. 125-134.
Lamont, Andrew (2019). Katherine Hout, Anna Mai, Adam McCollum, Sharon Rose \& Matt Zaslansky (eds.) Supplemental proceedings of the 2018 Annual Meeting on PhonologyMajority Rule in Harmonic Serialism. Linguistic Society of America.
Lamont, Andrew (2021). Unbounded tonal attraction in Harmonic Serialism. Virtual poster presented at AMP 2021. Available at https://protect-eu.mimecast.com/s/ 1zINC7L88sO7KootWU3uR?domain=aphonologist.github.io.
Lamont, Andrew (2022). Directional constraint evaluation solves the problem of ties in Harmonic Serialism. LI 53. 617-632.
Lamont, Andrew (in prep.). Directional Harmonic Serialism. PhD dissertation, University of Massachusetts Amherst.
Lester, Peter Franklin (1994). Altered states: a study of Waorani (AUCA) stress. Master's thesis, The University of Texas at Arlington.
Martínez-Paricio, Violeta \& René Kager (2015). The binary-to-ternary rhythmic continuum in stress typology: layered feet and non-intervention constraints. Phonology 32. 459-504.
Martínez-Paricio, Violeta \& René Kager (2021). In favour of layered feet. A response to Golston. Catalan Journal of Linguistics 20. 37-55.

Maskikit-Essed, Raechel \& Carlos Gussenhoven (2016). No stress, no pitch accent, no prosodic focus: the case of Ambonese Malay. Phonology 33. 353-389.
McCarthy, John J. (2000). Harmonic Serialism and Parallelism. NELS 30. 501-524.
McCarthy, John J. (2003). OT constraints are categorical. Phonology 20. 75-138.
McCarthy, John J. (2006). Eric Baković, Junko Itô \& John J. McCarthy (eds.) Wondering at the natural fecundity of things: essays in honor of Alan PrinceRestraint of analysis. Linguistics Research Center, 195-219.
McCarthy, John J. (2008a). Sylvia Blaho \& Patrik Bye (eds.) Freedom of analysis? Restraint of analysis. De Gruyter, 203-231.
McCarthy, John J. (2008b). The serial interaction of stress and syncope. NLLT 26. 499-546.
McCarthy, John J. (2010). John A. Goldsmith, Elizabeth Hume \& W. Leo Wetzels (eds.) Tones and featuresAutosegmental spreading in Optimality Theory. Walter de Gruyter, 195-222.
McCarthy, John J. (2016). John J. McCarthy \& Joe Pater (eds.) Harmonic Grammar and Harmonic SerialismThe theory and practice of Harmonic Serialism. Equinox, 47-87.
McCarthy, John J., Joe Pater \& Kathryn Pruitt (2016). John J. McCarthy \& Joe Pater (eds.) Harmonic Grammar and Harmonic SerialismCross-level interactions in Harmonic Serialism. Equinox, 88-138.
McCarthy, John J. \& Alan Prince (1993). Geert Booij \& Jaap van Marle (eds.) Yearbook of morphology Generalized alignment. Kluwer, 79-153.
McCollum, Adam, Eric Baković, Anna Mai \& Eric Meinhardt (2020). Unbounded circumambient patterns in segmental phonology. Phonology 37. 215-255.
Miner, Kenneth L. (1979). Dorsey's law in Winnebago-Chiwere and Winnebago accent. IJAL 45. 25-33.

Moore-Cantwell, Claire (2016). John J. McCarthy \& Joe Pater (eds.) Harmonic Grammar and Harmonic SerialismContexts for epenthesis in Harmonic Serialism. Equinox, 236-260.
Mullin, Kevin (2011). Strength in harmony systems: trigger and directional asymmetries. Ms., University of Massachusetts Amherst. Available at https://protect-eu.mimecast.com/ s/Kkz0C8688h740LLS2iv69?domain=umass.academia.edu.
Myrberg, Sara (2013). Sisterhood in prosodic branching. Phonology 30. 73-124.
Pater, Joe (2000). Non-uniformity in English secondary stress: the role of ranked and lexically specific constraints. Phonology 17. 237-274.
Pater, Joe (2007). Leah Bateman, Michael O'Keefe, Ehren Reilly \& Adam Werle (eds.) Papers in Optimality Theory IIIThe locus of exceptionality: morpheme-specific phonology as constraint indexation, University of Massachusetts Occasional Papers. Graduate Linguistics Students Association, 259-296.
Pater, Joe (2010). Steve Parker (ed.) Phonological argumentation: essays on evidence and motivationMorpheme-specific phonology: constraint indexation and inconsistency resolution. Equinox, 123-154.
Pater, Joe, Rajesh Bhatt \& Christopher Potts (2007). Linguistic optimization. Ms., University of Massachusetts Amherst. Available as ROA-924 from the Rutgers Optimality Archive.
Pike, Kenneth L. (1964). Daniel Jones, David Abercrombie, Dennis Butler Fry, Peter MacCarthy, Norman Carson Scott \& J. L. M. Trim (eds.) In honour of Daniel Jones: papers contributed on the occasion of his eightieth birthday, 12 September 1961Stress trains in Auca. Longmans, 425-431.
Prince, Alan (1980). A metrical theory for Estonian quantity. LI 11. 511-562.
Prince, Alan \& Paul Smolensky (1993/2004). Optimality Theory: constraint interaction in generative grammar. Blackwell.
Pruitt, Kathryn (2010). Serialism and locality in constraint-based metrical parsing. Phonology 27. 481-526.
Pruitt, Kathryn (2012). Stress in Harmonic Serialism. PhD dissertation, University of Massachusetts Amherst.

Pruitt, Kathryn (2019). Revisiting top-down primary stress. Catalan Journal of Linguistics 18. 41-77.

Rice, Keren (2011). Harry van der Hulst, Rob Goedemans \& Ellen van Zanten (eds.) A survey of word accentual patterns in the languages of the worldAccent in the native languages of North America. De Gruyter Mouton, 155-248.
Saint, Rachel \& Kenneth L. Pike (1962). Benjamin Elson \& Cathrine Peeke (eds.) Studies in Ecuadorian Indian languages: I Auca phonemics. Summer Institute of Linguistics, 2-30.
Selkirk, Elisabeth (2011). John A. Goldsmith, Jason Riggle \& Alan C. L. Yu (eds.) The handbook of phonological theoryThe syntax-phonology interface, 2nd edition. Blackwell, 435-484.
Stanton, Juliet (2016). Learnability shapes typology: the case of the midpoint pathology. $L g$ 92. 753-791.

Staubs, Robert (2014a). Computational modeling of learning biases in stress typology. PhD dissertation, University of Massachusetts Amherst.
Staubs, Robert (2014b). Learning and the position of primary stress. WCCFL 31. 428-437.
Staubs, Robert, Michael Becker, Christopher Potts, Patrick Pratt, John J. McCarthy \& Joe Pater (2010). OT-Help 2.0.
Street, Chester S. \& Gregory Panpawa Mollinjin (1981). Bruce Waters (ed.) Australian phonologies: collected papersThe phonology of Murinbata, volume 5 of Work Papers of SIL-AAB Series A. Summer Institute of Linguistics, 183-244.
Topintzi, Nina (2016). Jeff Heinz, Harry van der Hulst \& Rob Goedemans (eds.) Dimensions of phonological stressIquito: the prosodic colon and challenges to OT stress accounts. Cambridge University Press, 123-167.
Torres-Tamarit, Francesc \& Peter Jurgec (2015). Lapsed derivations: ternary stress in Harmonic Serialism. LI 46. 376-387.
Vago, Robert M. \& Edwin L. Battistella (1982). Rule application in phonology. Ms., Queens College and The City University of New York.
Viitso, Tiit-Rein (2007). Mati Erelt (ed.) Estonian languagePhonology, morphology and word formation, volume 1 of Supplementary Series, 2nd edition. Estonian Academy Publishers, 9-129.
Walker, Rachel (2011). Marc van Oostendorp, Colin Ewen, Elizabeth Hume \& Keren Rice (eds.) The Blackwell companion to phonologyNasal harmony. Wiley-Blackwell, 1838-1865.
Weber, Natalie (2016). Initial extrametricality and cyclicity in Blackfoot accent. University of British Columbia Working Papers in Linguistics 44. 234-249.
Whitman, William (1947). Descriptive grammar of Ioway-Oto. IJAL 13. 233-248.
Wilson, Colin (2003). Analyzing unbounded spreading with constraints: marks, targets and derivations. Ms., UCLA.


[^0]:    ${ }^{\mathrm{a}}$ To account for epenthesis at word edges, violation vectors must include one additional position, but because the mappings in this paper are length-preserving, this detail is omitted.

[^1]:    ${ }^{\mathrm{b}}$ Street \& Mollinjin (1981: 207) interpret both stresses in four-syllable words as primary. This is not reflected in (21d), under the assumption that only one of the stresses is phonologically primary.

[^2]:    ${ }^{\text {c }}$ Some apparent exceptions reported by Pike (1964) are actually two words, not one (Lester 1994: $9)$.

[^3]:    ${ }^{\mathrm{d}}$ These tableaux assume that heavy monosyllabic feet satisfy Trochee, contra its definition (15). Defining the constraint in terms of a foot's terminal elements (de Lacy 2006, 2011, 2020) rather than its children would accommodate this interpretation. The definitions of Trochee and Iamb in section 2 are simplified to streamline the presentation.

