Supplementary online material
The online supplementary material shows how central results presented in the main text were calcula​ted. It further includes additional analyses and arguments.

0. Table of contents

1. Contact duration and reporting.............................................................................................................
1

2. Individual characteristics and reporting................................................................................................
2
3. Total number of reported contacts versus self-reported contacts.........................................................
4
1. Contact duration and reporting

Our study design allows the investigation of reporting errors in contact diary studies. Every contact that is mentioned by just one participant indicates a reporting error, because every contact would ide​ally be reported by both involved participants. However, even our study design results in unidentified contacts whenever both involved participants do not report a common contact that occurred in reality. The assumptions that were introduced in the main text allow approximating the probability of for​getting to report a contact, Q, and, hence, the expected number of unidentified contacts.
We assume: (i) the probability of reporting a contact, P = 1 - Q, depends only on the duration of the contact; (ii) the reports of the participants are stochastically independent measurements of the same event; (iii) the duration report with the higher value is assumed to be true; (iv) contacts can be for​gotten, but no contacts are reported that did not take place in reality.
Under these assumptions, we can define the following equation:
P2 + 2PQ + Q2 = 1.
Thereby, P2 is the probability that both participants report a common contact, 2PQ is the probability that just one participant reports the contact, and Q2 is the probability that both participants forget to re​port the contact.
As we assume independence of the two measurements (assumption (ii)), we can estimate P and Q based on the frequencies (a) of contacts reported by two participants and (b) of contacts reported by just one participant. The problem can be represented by a unit square as in Figure S1.
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Figure S1: Unit square of the average participant.
In this unit square, N1 is the number of contacts reported by two participants. N2 is the number of con​tacts reported by participant 1, but not by participant 2. N3 is the number of contacts reported by par​ticipant 2, but not reported by participant 1. N2 equals N3 due to assumptions (i) and (ii). Accordingly, N2 and N3 can be derived from the given total number of contacts reported by just one participant N2+3 using the relation N2+3 = 2N2 = 2N3. X is the unknown number of contacts that were reported neither by participant 1 nor by participant 2.

In the following, we calculate P, Q and X for all four duration categories defined in the main text.

Duration category 1 – 5 min:
When applying assumption (i), the unit square can be parameterized as follows (cf. Table 1 of the main text):
N1 = 59
N2+3 = 123, i.e., N2 = N3 = 61.5
This results in P = .490 and Q = .510. The estimated number of forgotten contacts X is 63.9 out of 245.9 contacts in total, which corresponds to the proportion Q2 = .260.

Duration category 6 – 15 min:
N1 = 83
N2+3 = 39, i.e., N2 = N3 = 19.5
P = .810 
Q = .190, i.e., Q2 = .036 
X = 4.6; N1 + N2+3 + X = 126.6 
Duration category 16 – 60 min:
N1 = 174
N2+3 = 43, i.e., N2 = N3 = 21.5
P = .890 
Q = .110, i.e., Q2 = .012 
X = 2.7; N1 + N2+3 + X = 219.7   

Duration category 61 – 480 min:
N1 = 89
N2+3 = 9, i.e., N2 = N3 = 4.5
P = .952 
Q = .048, i.e., Q2 = .002 
X = 0.2; N1 + N2+3 + X = 98.2 
2. Individual characteristics and reporting

In the previous calculations, we assumed that participants in a contact diary study do not differ in their reporting probabilities. In reality, participants in such studies differ in their motivation as well as in their cognitive abilities. In principle, it is possible to calculate individual probabilities of reporting a contact. The following Figure S2 shows a unit square representation of a system consisting of two spe​cific participants.
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Figure S2: Unit square of particular participants.
We still assume that the reporting behaviour of both participants is stochastically independent, but the assumption of homogeneous reporting probabilities is relaxed. The probability of both participants re​porting a contact now reads P1P2; the probability that just one participant reports a common contact is (P1Q2 + P2Q1); finally, contacts remain unreported with Q1Q2.
Unfortunately, our empirical data is insufficient for estimating individual reporting probabilities in a pairwise manner: There is a theoretical maximum of five contacts per pair of participants, because our study lasted five subsequent working days and because our contact definition relies on the accumula​ted time of interaction during an entire day. No robust estimation of P1 or P2 can be done based on maximally five instances of contact. 
The situation is slightly better if we calculate the individual Px of one specific individual x based on the contacts she or he had with all other individuals. We know the number of contacts that were re​ported by both the specific individual and any other individual (N1); we further know the number of contacts that were only reported by another individual, but not by the specific individual we are inte​rested in (N3). If we assume that the average P of the other involved individuals is equal for both cases Px and Qx, we can estimate them based on Px / Qx = N1 / N3 and Qx = 1 – Px.
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Figure S3: Distributions of individual reporting probabilities by duration.

We estimated the individual probabilities of reporting a contact for all participants and for all four time categories. The distributions of these estimates are shown in the following boxplots (Figure S3). How​ever, the number of measurements is still too low (in the cases of practically all participants) for achie​ving robust estimates. Precise estimates on an individual level would need contact diary data from se​veral reporting weeks. Such data is difficult to obtain as the proportion of people refusing participation increases with the workload and inconvenience caused by a study. Furthermore, the reporting quality probably decreases with the duration of a study due to fatigue, and, thus, the means to resolve the data limitation is probably a further important impact factor influencing the reporting behaviour.
3. Total number of reported contacts versus self-reported contacts

In this section, we show the considerations underlying the regression analysis between the total num​ber of contacts that were reported for a participant during the study week and the number of contacts that were reported by her- or himself. Furthermore, we present the diagnostics that are needed to check whether the model assumptions of the regression model are met.
We calculate the regression analysis for the weekly instead of the daily data for several reasons: One reason is that using daily data would violate the assumption of independence—the five reporting days of every individual obviously depend on each other. Another reason is that the weekly average number of reported contacts is approximately 25. The daily average is only approximately 5. Count data is typically Poisson distributed; however, for average values above 10, one may use the normal approxi​mation for Poisson distributions, which is beneficial when applying linear regression analysis as we will do in the following.

We assume that the relationship between the total number of contact reports (N1 + N2 + N3) and the number of contact reports by particular participants (N1 + N2) is linear, and that it can be described by the equation:
Y = (1 – () ( X + (
with ( = 1 – ( and 0 ( ( ( 1. This assumption is backed graphically by a scatter plot showing the total reports versus the self-reports (Figure S4).
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Figure S4: Scatterplot and regression line.
Dashed line: ( = 1; solid line: ( = .826.
We calculated a linear regression analysis (no-intercept model) with the total number of reports being the independent and the total number of self-reports being the dependent variable. The number of observations was 50. The coefficient for the independent variable was ( = .826 (p < .001) and the model achieved an explained variance R2 = .977. The regression line is plotted in Figure S4.
Linear regression models make several assumptions which have to be checked in order to be sure that the analysis provides correct estimates. They assume normally distributed errors, independent errors, and homoscedasticity.
Our regression analysis had a Durbin-Watson test statistic of 1.706, and, thus, we can assume indepen​dent errors.

We checked the normality of the errors with a P-P plot of the standardized residuals (see Figure S5). The assumption of normally distributed errors seems to be justified.
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Figure S5: P-P plot of the standardized residuals.
The homoscedasticity condition can be checked with a scatter plot of the predicted values versus the corresponding residuals. Figure S6 clearly shows that our dataset is heteroscedastic. However, the con​sequences of heteroscedasticity are unproblematic for our research interests. The coefficient estimate is unbiased and consistent; there is only a loss in efficiency. 
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Figure S6: Standardized predicted values versus standardized residuals.
Solid line indicates the mean of the residuals.
� Pollard JH. A handbook of numerical and statistical techniques with examples mainly from the life sciences. Cambridge: Cambridge University Press, 1977, p. 110.
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