Appendix S4. Sensitivity Analysis
In order to evaluate the robustness of the results, sensitivity analyses were carried out to investigate whether the results held when potential outliers were excluded from the analyses. 
Following Viechtbauer and Cheung (2010) guidance and earlier meta-analyses (e.g., de Vos et al., 2018), we identified studies that were influencing the results significantly more than other studies by examining each study’s Cook’s distance and standardized difference of the beta (DFBETAS). The metafor package’s cooks.distance and dfbetas functions were used while specifying study as a cluster. Studies with Cook’s distance higher than 0.85 and studies with a DEFBETAS value higher than 1 were identified as potential outliers. 
When examining Cook’s distance of the included studies on immediate posttests, Jing and Jianbin (2009), Martinez-Fernandez (2008), Teng (2015b), and Yang (2015) were identified as potential outliers. Similarly, on delayed posttests Jing and Jianbin (2009), Martinez-Fernandez (2008), Li (2014), Rott (2012), Soleimani and Rahmanian (2015), and Karalik and Merç (2016) were identified as potential outliers. 
When examining DFBETAS, Jing and Jianbin (2009), Martinez-Fernandez (2008), and Teng (2015b) were identified as potential outliers on immediate posttests. Similarly, Soleimani and Rahmanian (2015) and Martinez-Fernandez (2008) were identified as potential outliers on delayed posttests.
Because each study was independently conducted and included a different group of students and target words and varying learning conditions, studies identified as outliers do not necessarily mean the study is an outlier that does not reflect normal incidental vocabulary learning. Therefore, it is not appropriate to simply delete “outlier” studies from the analysis (see, e.g., Hunter & Schmidt, 2004, for arguments about how to treat outliers). We followed Viechtbauer and Cheung’s (2010) guidance and reran the whole analysis while excluding the studies identified as influential and compared the results to the results obtained when including all studies. The differences in the results revealed the parts of the analysis that could be interpreted as robust and the parts of analysis that should be interpreted with caution.
The results that did not differ regardless of the inclusion of the outlier studies were (i) optimal ILH operationalization, (ii) Test format grouping, (iii) including Frequency only on immediate and Test day only on delayed posttests. The results that changed when excluding the outlier studies were that search and mode were included as meaningful predictors both on immediate and delayed posttests. The direction of the effect was the same when the outliers were included; that is, the inclusion of search negatively influenced learning, and spoken mode led to smaller learning gains than written mode. 
Given that search was included on delayed posttests and mode was included on immediate posttests when analyzing all studies and their directions of influence were the same (i.e., the negative influence of search and disadvantage of spoken mode), the results from the sensitivity analysis point to the possibility that the negative influence of search and advantage of written mode will potentially be observed regardless of the timing of the test. However, given these results were only obtained when outlier studies were excluded, further research is warranted to draw a more definitive conclusion.
Furthermore, the explained variance was also examined when excluding the outliers. Table 1 showed the variance explained by the ILH and the resulting statistical model identified by analyzing the full dataset at different levels (i.e., total variance, variance within-study levels) when outliers were excluded. Both on immediate and delayed posttests, the resulting model led to greater explained variance than the ILH. 

Table 1. The explained variance between the original ILH and the resulting statistical model when potential outliers were excluded
	
	Immediate
	
	Delayed

	
	ILH
	Resulting model
	
	ILH
	Resulting model

	Total variance
	17.8%
	18.8%
	
	3.9%
	32.0%

	Variance at within-study level
	37.4%
	78.1%
	
	32.8%
	72.8%


Notes. Immediate = Immediate posttests. Delayed = Delayed posttests.
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