On-line Supplementary Materials
APPENDIX S1 
Lexical properties for the cue word pool creation.
	Lexical property
	Description
	Reference

	JACET rank frequency
	Rank frequency based on the new JACET 8000.
	(JACET, 2016)

	SUBTLEXus Logged Frequency
	Logged Frequency based on SUBTLEXus corpus.
	(Brysbaert & New, 2009)

	Set Size
	The number of unique word association responses reported in Nelson et al. (2004), showing the range of associative responses given to the cue.
	(Nelson et al., 2004)

	Primary strength
	The proportion of the most common responses out of the total number minus idiosyncratic responses, which was reported in Nelson et al. (2004). This indicates the strength of dominant associative response given to the cue.
	(Nelson et al., 2004)

	Polysemy
	The number of senses a word has.
	(Balota et al., 2007)

	Semantic Diversity
	The average cosine similarities of semantic similarity scores (i.e., Latent Semantic Analysis) calculated for the target word with other words in the corpus (up to 2000 pairs for each target word). A higher score indicates the target word shares more semantic information with other words (and is used in a wider range of contexts) in the corpus.
	(Hoffman et al., 2013)

	Brysbaert concreteness
	The degree to which the meaning of a word is concrete, judged by native speakers
	(Brysbaert et al., 2014)

	Age of Acquisition
	The age at which the word is learned by children, judged by native speakers.
	(Kuperman et al., 2012)

	Orthographic Neighbor Density
	The number of orthographic neighbors
	(Balota et al., 2007)

	No of letters
	The number of letters
	

	Character bigram frequency
	The average frequency of character bigrams (i.e., two letter sequence of a word). For example, the character bigrams for the word "bought" includes "bo", "ou" "ug", "gh", and "ht."
	(Balota et al., 2007)




APPENDIX S2 
A Dendrogram for cue word pool creation (cue-word clusters)
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APPENDIX S3 
Descriptive statistics of lexical properties for cue words.
	
	
	
	

	
	
	
	
	
	
	95% CI

	Lexical Properties
	M
	SD
	Mdn
	Min
	Max
	Lower
	Upper

	JACET frequency (Rank)
	1759.469
	991.267
	1525.000
	239
	3928
	1561.174
	1957.763

	SUBTLEXus Logged freq
	3.033
	0.553
	2.989
	1.204
	4.363
	2.922
	3.143

	Set Size
	14.698
	5.142
	15.000
	6
	28
	13.669
	15.727

	Primary Strengths
	0.323
	0.160
	0.291
	0.069
	0.757
	0.290
	0.355

	Polysemy
	8.573
	7.777
	6.000
	1
	41
	7.017
	10.129

	Semantic Diversity
	1.772
	0.299
	1.815
	0.770
	2.310
	1.712
	1.832

	Brysbaert Concreteness
	3.399
	0.922
	3.400
	1.4
	5
	3.215
	3.583

	Kuperman AoA
	6.559
	1.787
	6.405
	3.370
	10.590
	6.201
	6.916

	No of Letters
	6.125
	1.904
	6.000
	3
	11
	5.744
	6.506

	Number of Orthographic Neighbors
	4.896
	6.585
	2.000
	0
	28
	3.579
	6.213

	Character bigram frequency
	3515.275
	1462.382
	3555.790
	697.400
	7856.330
	3222.737
	3807.812

	* MRC Imageability
	454.788
	96.209
	444.000
	294
	632
	431.576
	477.999

	* MRC Familiarity
	549.833
	32.950
	552.000
	459
	607
	541.884
	557.783

	Note. Lexical properties indicated by * were calculated for 66 cues due to the size of the database.



APPENDIX S4 
Cue words used in the word association task.
	Cue words
	POS
	Cluster
	JACET rank
	SUBTLEXus Logged Frequency
	Set Size
	Primary strength
	Polysemy
	Semantic Diversity
	Brysbaert concreteness
	Age of Acquisition
	Orthographic Neighbor Density
	No of letters
	Character bigram
	MRC imageability
	MRC Familiarity

	loose
	AJ
	1
	2580
	3.329
	7
	0.565
	18
	1.93
	3.18
	7.71
	4
	5
	2710.75
	397
	594

	modern
	AJ
	1
	1099
	2.969
	15
	0.238
	7
	1.99
	2.31
	8.58
	0
	6
	4404.4
	368
	579

	simple
	AJ
	1
	443
	3.659
	7
	0.392
	9
	2.16
	1.62
	6.89
	6
	6
	2895
	344
	604

	helpful
	AJ
	1
	934
	2.792
	22
	0.118
	1
	1.94
	1.76
	5.44
	0
	7
	1761.83
	346
	542

	regular
	AJ
	1
	1147
	3.238
	14
	0.201
	17
	2.13
	2.40
	8.56
	0
	7
	3736.33
	320
	580

	accurate
	AJ
	1
	1289
	2.603
	15
	0.215
	2
	2.05
	1.90
	9.44
	0
	8
	4299.57
	305
	566

	brilliant
	AJ
	1
	3324
	3.262
	13
	0.52
	6
	1.88
	2.07
	7.95
	0
	9
	4388.38
	482
	493

	unpleasant
	AJ
	1
	2923
	2.494
	21
	0.162
	1
	1.84
	1.91
	9.32
	0
	10
	3530.33
	356
	528

	mild
	AJ
	2
	2428
	2.391
	20
	0.315
	3
	1.86
	2.48
	8.05
	9
	4
	2168
	359
	556

	full
	AJ
	2
	276
	3.930
	11
	0.577
	13
	2.31
	3.59
	4.24
	14
	4
	2329.67
	437
	594

	proud
	AJ
	2
	1241
	3.630
	22
	0.182
	2
	1.92
	2.07
	5.44
	0
	5
	2786.25
	434
	570

	quick
	AJ
	2
	1573
	3.744
	10
	0.408
	8
	2.01
	2.89
	5.89
	3
	5
	2137
	363
	570

	round
	AJ
	2
	431
	3.531
	7
	0.394
	25
	1.96
	3.90
	4.75
	7
	5
	3598
	559
	563

	normal
	AJ
	2
	1103
	3.555
	15
	0.34
	5
	2.12
	1.40
	5.53
	2
	6
	3459.4
	294
	602

	single
	AJ
	2
	1474
	3.566
	11
	0.197
	10
	2.20
	3.27
	6.68
	5
	6
	6822.8
	415
	556

	strange
	AJ
	2
	721
	3.644
	12
	0.426
	3
	1.80
	1.86
	6.42
	0
	7
	5862
	378
	606

	hot
	AJ
	3
	472
	3.986
	8
	0.676
	21
	1.79
	4.31
	3.37
	23
	3
	2121
	551
	607

	cute
	AJ
	3
	1392
	3.651
	18
	0.203
	2
	1.36
	2.76
	4.26
	9
	4
	3896.67
	
	

	loud
	AJ
	3
	993
	3.308
	11
	0.333
	4
	1.67
	3.73
	4.54
	7
	4
	2438.67
	448
	577

	daily
	AJ
	3
	1181
	2.902
	18
	0.166
	5
	1.91
	3.15
	6.00
	6
	5
	2456
	
	

	blank
	AJ
	3
	3007
	2.696
	17
	0.321
	8
	1.82
	3.12
	6.05
	7
	5
	3581.25
	
	

	broad
	AJ
	3
	2243
	2.876
	16
	0.38
	9
	2.09
	2.45
	10.50
	2
	5
	2098
	463
	523

	rough
	AJ
	3
	1830
	3.281
	17
	0.352
	18
	1.94
	3.83
	6.21
	10
	5
	2394.5
	491
	557

	heavy
	AJ
	3
	552
	3.383
	16
	0.361
	30
	2.06
	3.37
	4.05
	2
	5
	1886.5
	495
	581

	spicy
	AJ
	4
	3894
	2.230
	8
	0.553
	3
	1.15
	3.31
	5.06
	3
	5
	2031
	494
	509

	cloudy
	AJ
	4
	3782
	2.045
	14
	0.28
	3
	1.63
	4.00
	5.50
	1
	6
	1725.2
	
	

	atomic
	AJ
	4
	3426
	2.398
	12
	0.638
	3
	1.18
	2.93
	10.16
	1
	6
	4101.8
	
	

	elderly
	AJ
	4
	1817
	2.322
	9
	0.703
	2
	1.47
	3.68
	8.17
	0
	7
	4475.83
	
	

	plastic
	AJ
	4
	762
	2.981
	23
	0.089
	5
	1.64
	4.79
	5.11
	1
	7
	4983.67
	
	

	concrete
	AJ
	4
	3130
	2.580
	15
	0.295
	5
	1.81
	4.59
	7.44
	0
	8
	5257.71
	564
	528

	delicious
	AJ
	4
	1372
	3.041
	12
	0.247
	3
	1.35
	2.43
	6.50
	1
	9
	3936.38
	
	

	religious
	AJ
	4
	2656
	2.850
	19
	0.174
	5
	1.48
	2.50
	7.84
	1
	9
	3948.13
	
	


(Continued)
	Cue words
	POS
	Cluster
	JACET rank
	SUBTLEXus Logged Frequency
	Set Size
	Primary strength
	Polysemy
	Semantic Diversity
	Brysbaert concreteness
	Age of Acquisition
	Orthographic Neighbor Density
	No of letters
	Character bigram
	MRC imageability
	MRC Familiarity

	suburb
	N
	1
	3183
	1.491
	15
	0.265
	1
	1.70
	3.76
	9.52
	0
	6
	1356.2
	
	

	rhythm
	N
	1
	1354
	2.746
	13
	0.354
	5
	1.46
	3.07
	7.16
	0
	6
	697.4
	
	

	society
	N
	1
	1058
	3.225
	18
	0.246
	4
	1.83
	2.54
	8.70
	1
	7
	2167.33
	440
	601

	attitude
	N
	1
	1201
	3.124
	19
	0.223
	4
	2.01
	1.97
	6.78
	2
	8
	4313
	321
	553

	standard
	N
	1
	1131
	2.974
	26
	0.11
	11
	2.06
	1.83
	9.20
	1
	8
	4306.29
	319
	556

	discovery
	N
	1
	1890
	2.767
	13
	0.306
	4
	1.87
	2.36
	7.84
	1
	9
	4314.25
	401
	513

	discussion
	N
	1
	1585
	2.792
	11
	0.55
	2
	1.95
	3.07
	7.40
	0
	10
	3882.67
	381
	541

	confidence
	N
	1
	1635
	2.997
	19
	0.091
	5
	2.05
	2.17
	9.28
	0
	10
	3781.22
	371
	566

	area
	N
	2
	239
	3.582
	21
	0.209
	6
	2.17
	3.72
	6.58
	3
	4
	5808.67
	394
	560

	size
	N
	2
	468
	3.372
	11
	0.238
	9
	2.07
	3.13
	4.84
	4
	4
	1922
	415
	566

	youth
	N
	2
	2560
	2.934
	8
	0.349
	6
	1.77
	3.28
	6.89
	3
	5
	2041.75
	507
	551

	matter
	N
	2
	409
	4.277
	25
	0.079
	7
	2.14
	3.54
	7.56
	12
	6
	6992.8
	298
	563

	chapter
	N
	2
	2660
	2.782
	8
	0.614
	5
	1.91
	3.43
	6.42
	4
	7
	4975.67
	
	

	director
	N
	2
	1477
	3.264
	21
	0.191
	5
	1.80
	4.04
	8.50
	0
	8
	3696.86
	
	

	addition
	N
	2
	1267
	2.598
	8
	0.621
	6
	2.24
	2.89
	5.76
	1
	8
	4585.43
	347
	535

	exercise
	N
	2
	769
	2.957
	28
	0.115
	10
	1.92
	3.87
	6.17
	1
	8
	3817.71
	
	

	cow
	N
	3
	1007
	3.115
	10
	0.352
	4
	1.46
	4.96
	3.94
	28
	3
	3016
	632
	529

	gun
	N
	3
	3928
	4.036
	18
	0.241
	8
	1.44
	4.83
	5.58
	17
	3
	1981.5
	613
	519

	moon
	N
	3
	826
	3.406
	10
	0.299
	9
	1.53
	4.90
	4.83
	13
	4
	4041
	585
	585

	wave
	N
	3
	888
	3.035
	13
	0.297
	14
	1.82
	4.55
	4.26
	18
	4
	1847.33
	542
	518

	coast
	N
	3
	1670
	3.134
	22
	0.103
	5
	1.61
	4.21
	6.43
	3
	5
	4021.5
	588
	541

	blood
	N
	3
	1089
	3.977
	20
	0.337
	6
	1.66
	4.86
	4.89
	4
	5
	2025
	620
	571

	brush
	N
	3
	989
	2.859
	6
	0.44
	15
	1.52
	4.54
	3.78
	3
	5
	2078
	570
	579

	garage
	N
	3
	1301
	3.143
	12
	0.519
	3
	1.59
	4.96
	5.26
	0
	6
	3463
	
	

	maple
	N
	4
	3051
	2.220
	6
	0.367
	2
	0.85
	4.46
	5.94
	0
	5
	3287.25
	511
	518

	shore
	N
	4
	2747
	3.006
	9
	0.459
	5
	1.38
	4.79
	6.93
	13
	5
	4617.75
	624
	531

	product
	N
	4
	594
	2.877
	24
	0.069
	6
	1.74
	4.17
	8.05
	1
	7
	1892.33
	435
	562

	elephant
	N
	4
	1404
	2.764
	19
	0.171
	2
	1.56
	5.00
	4.80
	0
	8
	3994.71
	616
	459

	darkness
	N
	4
	3326
	2.951
	11
	0.461
	6
	1.45
	3.85
	4.83
	1
	8
	4232.29
	622
	578

	infection
	N
	4
	2982
	2.650
	18
	0.345
	7
	1.12
	4.10
	8.05
	1
	9
	5284.13
	487
	471

	motorcycle
	N
	4
	3064
	2.659
	20
	0.174
	2
	1.72
	4.97
	5.05
	0
	10
	2320.89
	
	

	manufacture
	N
	4
	2334
	2.097
	14
	0.275
	6
	1.60
	3.07
	10.59
	0
	11
	2968.6
	
	



(continued)
	Cue words
	POS
	Cluster
	JACET rank
	SUBTLEXus Logged Frequency
	Set Size
	Primary strength
	Polysemy
	Semantic Diversity
	Brysbaert concreteness
	Age of Acquisition
	Orthographic Neighbor Density
	No of letters
	Character bigram
	MRC imageability
	MRC Familiarity

	obtain
	V
	1
	1826
	2.281
	16
	0.476
	3
	2.03
	3.00
	9.32
	0
	6
	4160.6
	
	

	succeed
	V
	1
	1965
	2.684
	21
	0.153
	2
	2.09
	2.33
	8.16
	0
	7
	2568
	416
	591

	examine
	V
	1
	1861
	2.703
	14
	0.236
	5
	2.01
	2.86
	8.85
	0
	7
	4279.67
	341
	549

	realize
	V
	1
	813
	3.606
	17
	0.158
	6
	1.77
	2.03
	8.23
	0
	7
	4283.83
	
	

	exchange
	V
	1
	761
	3.014
	16
	0.207
	17
	1.77
	2.74
	8.35
	0
	8
	3628.29
	394
	504

	originate
	V
	1
	3218
	1.204
	14
	0.244
	3
	1.97
	2.23
	9.72
	0
	9
	6060.63
	311
	507

	entertain
	V
	1
	2156
	2.497
	20
	0.275
	3
	1.89
	2.55
	7.50
	0
	9
	7019.5
	435
	537

	disappear
	V
	1
	1330
	3.029
	11
	0.276
	4
	2.10
	2.86
	5.37
	0
	9
	3231.25
	
	

	win
	V
	2
	471
	3.837
	7
	0.757
	6
	1.67
	2.67
	4.22
	19
	3
	7792
	454
	582

	hide
	V
	2
	1902
	3.551
	9
	0.385
	6
	1.83
	3.21
	4.47
	13
	4
	2954
	430
	515

	spend
	V
	2
	570
	3.677
	7
	0.596
	3
	1.99
	2.93
	6.44
	3
	5
	3789.5
	
	

	touch
	V
	2
	756
	3.877
	10
	0.673
	27
	1.95
	3.86
	5.16
	4
	5
	2684.75
	456
	590

	carry
	V
	2
	585
	3.527
	19
	0.164
	41
	2.23
	4.04
	5.16
	11
	5
	3011.75
	393
	554

	spread
	V
	2
	954
	3.203
	15
	0.246
	23
	2.12
	3.68
	5.72
	0
	6
	3480.4
	
	

	capture
	V
	2
	2448
	2.733
	24
	0.078
	11
	1.98
	3.21
	6.39
	1
	7
	3112.5
	
	

	release
	V
	2
	1709
	3.268
	18
	0.26
	22
	1.85
	3.24
	8.53
	0
	7
	4796.33
	
	

	skip
	V
	3
	2653
	3.032
	10
	0.367
	8
	1.79
	4.07
	4.68
	9
	4
	908.33
	
	

	bend
	V
	3
	2620
	2.886
	17
	0.274
	12
	1.67
	3.88
	5.56
	14
	4
	4113.67
	460
	510

	feed
	V
	3
	1903
	3.335
	15
	0.392
	13
	1.71
	4.17
	4.17
	16
	4
	3653.67
	
	

	kill
	V
	3
	670
	4.363
	19
	0.287
	17
	1.68
	3.90
	6.35
	14
	4
	2710.33
	481
	549

	beat
	V
	3
	1749
	3.827
	17
	0.211
	34
	1.74
	3.97
	6.15
	20
	4
	4426.67
	406
	536

	spill
	V
	3
	2475
	2.637
	16
	0.223
	10
	1.70
	4.07
	3.84
	7
	5
	2587.5
	
	

	scream
	V
	3
	1975
	3.130
	12
	0.567
	6
	1.43
	4.32
	4.20
	1
	6
	3354.2
	589
	522

	whisper
	V
	3
	1932
	2.606
	16
	0.22
	3
	1.48
	4.34
	4.26
	2
	7
	4378
	567
	550

	dine
	V
	4
	1439
	2.342
	6
	0.551
	2
	1.40
	3.37
	8.95
	24
	4
	7856.33
	
	

	bake
	V
	4
	1374
	2.511
	10
	0.402
	4
	0.77
	4.21
	5.50
	19
	4
	1408
	495
	549

	boil
	V
	4
	2146
	2.483
	15
	0.379
	7
	1.23
	4.20
	6.60
	10
	4
	1833
	533
	533

	rise
	V
	4
	1183
	3.146
	10
	0.333
	27
	2.10
	4.04
	6.72
	15
	4
	5238.67
	451
	546

	flash
	V
	4
	3396
	2.894
	11
	0.204
	19
	1.77
	3.67
	7.42
	6
	5
	2732.75
	528
	509

	cruise
	V
	4
	2767
	2.797
	11
	0.449
	5
	1.47
	4.03
	9.33
	1
	6
	2673.2
	
	

	whistle
	V
	4
	3872
	2.897
	16
	0.175
	11
	1.65
	4.42
	5.42
	2
	7
	3899
	574
	505

	squeeze
	V
	4
	3849
	2.887
	21
	0.255
	17
	1.82
	3.75
	5.42
	0
	7
	887.5
	
	


Note. Part Of Speech (POS) was based on Nelson et al. (2004); Cluster was used to conduct stratified random samplings, not to explain the sub-groups of cue words (see Method for more details).

Appendix S5 
Categories of cue-response combinations (adapted from Fitzpatrick, 2006, 2007; Fitzpatrick et al., 2015) and Flowchart used for response coding
	

	Category used in the current study
	Sub-categories
	Description
	Examples

	Lexical Set
	Synonym
	Cue and response are listed as synonyms in WordNet (Fellbaum, 1998).
	· brilliant →  smart
· disappear →  vanish

	
	Antonym
	Cue and response are listed as antonyms in WordNet (Fellbaum, 1998). They are typically parts of gradable adjectives, and verbs that denotes opposite action (or events).
	· modern → antique
· simple →  complicated

	
	Hierarchical
	Cue and response are listed as full hyponym, direct hypernym, sister term, full troponym, entailment, member or part holonym, and/or part meronyms in WordNet (Fellbaum, 1998).
	· capture →  release (sister term)
· succeed →  try (entailment)
· exchange →  trade (hypernym and troponym)

	Other Conceptual
	Other Conceptual
	Cue and response are related in some way (e.g., real world relationships; metaphors; attributes; emotional responses), but not listed in WordNet (Fellbaum, 1998). The cue and response have no potential syntactic relationships compared to Free combination.
	· exercise →  foot
· area →  zoo
· darkness →  forest

	Collocation
	Collocation
	Cue and response are listed in one of the following collocation dictionaries
- Longman Collocations Dictionary and Thesaurus
- The BBI Combinatory Dictionary of English
- LTP Dictionary of Selected Collocations
	· modern → architecture
· skip →  class
· brush →  up

	Free Combination
	Free Combination
	Cue and response are phrases or have syntactic relationships (e.g., VN, AN, NN, etc.), but not listed in the three collocation dictionaries.
	· religious →  problem
· obtain →  goods
· spicy →  noodle

	Form
	Affix manipulation
	Cue is the response with addition, deletion or changing of an affix, including irregular forms; if the response is not an English word, it is Erratic.
	· bend →  bent 
· feed →  fed
· scream →  screaming

	
	Similar in form only
	Cue and response are similar in orthography and/or phonology but do not share meaning.
	· matter → butter 
· dine → dinosaur
· bend →  vendor

	
	Two-step association
	Cue and response are linked only through a word that share a form with either cue or response (via different word family).
	· delicious → feat (via feast) 
win → loose (via lose)

	Erratic
	Erratic
	The link between cue and response seems illogical.
	· daily →  map
· proud → aprood (Non-English word)

	
	Repetition
	Cue and response are the same word without no affixation.
	· 

	No Response
	No response
	No responses were given.
	· 

	Form and Meaning
	Form and Meaning
	Associative responses related to the cue word in both their form and general meaning
	· cow → cowgirl

	Position and Meaning
	Position and Meaning
	Associative responses related to the cue word in both general meaning and in their tendency to co-occur in the language
	· release →  fish
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APPENDIX S6 

The summary of prime-target pair conditions in primed lexical decision.
	

	Types of prime–target pairs
	Number of trials
	Ratio to the total number of trials
	Examples
(prime – target)

	(a) Semantically Related
	20
	8.30%
	vary – differ, perception – vision

	
(b) Collocationally Related
	20
	8.30%
	surrounding – environment

	(c) Unrelated (Critical)
	40
	16.60%
	volcano – children

	(d) Unrelated (Filler)
	60
	25%
	

	(e) Non-word 
	100
	41.16%
	pull – varn




All the real words were selected from the remaining words in the pool constructed for WA task. A MANOVA confirmed that they were not statistically different from word association cue words in terms of the ten lexical features listed in Appendix S3 [Pillai = 0.173; F(50, 1690) = 1.2; p = 0.15]. Non-word targets were generated using WordGen (Duyck et al., 2004), which are subsequently checked to conform to English phonotactics and matched with the real word list in terms of the distribution of the word lengths. For the semantic and collocational priming conditions, primes were selected from the list of WA responses in the University of South Florida Association Norm (Nelson et al., 2004). From the database, association responses which were deemed as synonyms or thematically related items with the target was used in semantically-related trials; those have thematic relations or modifies the target was used in collocationally-related trials. 
Unlike typical priming experiments where two sets of target words are counter-balanced to form related and unrelated condition, this study alternatively controlled the lexical items for the ten lexical features mentioned above. Two separate MANOVAs showed no statistically significant effects of conditions for both prime [Pillai = 0.085; F(10,126) = 1.17; p = 0.316] and target words [Pillai = 0.071; F(10,126) = 0.98; p = 0.467]. The 240 prime-target pairs were pseudo-randomized into four separated experimental blocks. No items from primed conditions were presented in successive trials






APPENDIX S7
Related prime–target pairs in the primed lexical decision.
	Relatedness Condition
	Prime
	Target
	Forward strength
	Backward strength
	LogDice
	
	Relatedness Condition
	Prime
	Target
	Forward strength
	Backward strength
	LogDice

	Semantic
	relax
	comfortable
	0.054
	0.117
	3.675
	
	Collocation
	hit
	ball
	0.114
	0.022
	5.766

	
	statistics
	data
	0.013
	0
	5.605
	
	
	electric
	bill
	0.034
	0
	4.586

	
	dry
	desert
	0.033
	0.133
	3.816
	
	
	warm
	clothes
	0.012
	0.02
	10.402

	
	vary
	differ
	0.144
	0.014
	0.392
	
	
	research
	discover
	0.028
	0.014
	0.189

	
	sick
	doctor
	0.031
	0.051
	3.701
	
	
	surrounding
	environment
	0.107
	0
	5.026

	
	pause
	hesitate
	0.056
	0.11
	NA
	
	
	taste
	food
	0.157
	0
	5.600

	
	honest
	innocent
	0.014
	0
	1.116
	
	
	visit
	friend
	0.143
	0
	11.274

	
	truth
	justice
	0.082
	0
	4.124
	
	
	better
	grade
	0.016
	0
	0.573

	
	tiny
	little
	0.05
	0.074
	5.979
	
	
	unknown
	information
	NA
	NA
	6.430

	
	refrigerator
	microwave
	0.023
	0
	4.464
	
	
	foreign
	language
	0.146
	0.034
	6.913

	
	scene
	movie
	0.087
	0
	5.159
	
	
	shuttle
	launch
	0.014
	0.25
	6.363

	
	cycle
	period
	0.014
	0
	3.328
	
	
	borrow
	money
	0.058
	0
	7.307

	
	thin
	skinny
	0.134
	0.264
	1.508
	
	
	terrible
	pain
	0.014
	0
	4.351

	
	imagine
	think
	0.164
	0
	3.576
	
	
	numerous
	people
	0.027
	0
	2.915

	
	storm
	tornado
	0.018
	0.146
	2.984
	
	
	deny
	request
	0.014
	0
	5.316

	
	deceive
	trick
	0.153
	0.041
	NA
	
	
	social
	science
	0.054
	0
	5.488

	
	asleep
	unconscious
	0.014
	0.15
	2.201
	
	
	repeat
	sentence
	0.013
	0
	2.293

	
	useless
	unnecessary
	0.013
	0
	2.281
	
	
	fish
	swim
	0.091
	0.011
	3.799

	
	perception
	vision
	0.014
	0
	2.609
	
	
	fall
	tree
	NA
	NA
	3.640

	
	jog
	walk
	0.058
	0.016
	5.432
	
	
	sweet
	smell
	NA
	NA
	6.510

	
	M
	0.058
	0.056
	3.442
	
	
	M
	0.061
	0.021
	5.237

	
	SD
	0.052
	0.074
	1.827
	
	
	SD
	0.054
	0.056
	2.735

	Note. Forward and backward strengths were obtained from the University of South Florida Association Norm (Nelson et al., 2004); LogDice was calculated based on the frequency data obtained from the BYU version of the Corpus Of Contemporary American (BYU-COCA; Davies, 2009).



APPENDIX S8
The eight-frame cartoon used in the current study (Author2, XXXX).
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APPENDIX S9 
Descriptive statistics for vocabulary knowledge and lexical richness measures.


	
	
	
	
	
	
	95% CI

	
	
	M
	SD
	Skew
	Kurt
	Lower
	Upper

	A. Vocabulary knowledge
	
	
	
	
	

	
	Productive Vocabulary Levels Test
	24.103
	6.865
	-.384
	-.476
	22.802
	25.404

	
	Lexical Decision Time
	744.680
	121.828
	.296
	-.533
	721.596
	767.764

	
	Semantic Priming
(Original scale)
	8.672
	50.791
	.025
	.345
	-.951
	18.296

	
	Semantic Priming
(Orthogonalized)
	.080
	50.354
	-.192
	.251
	-9.461
	9.621

	
	Collocation Priming
(Original scale)
	63.346
	43.384
	.640
	1.256
	55.125
	71.566

	
	Collocation Priming
(Orthogonalized)
	.290
	38.058
	-.017
	.968
	-6.922
	7.501

	B. Lexical richness
	
	
	
	
	
	

	
	Measure of Textual Lexical Diversity
	24.468
	5.083
	.325
	-.625
	23.505
	25.431

	
	Concreteness
	3.349
	.204
	-.234
	.191
	3.310
	3.387

	
	Bigram Mutual Information
	1.202
	.190
	-.421
	-.175
	1.166
	1.238

	C. Word Association
	
	
	
	
	
	

	
	WA Mean Response Time
	2.863
	.594
	.072
	-.518
	2.749
	2.977





APPENDIX S10 
Results of the Best-subset Regression Modeling (BIC and AICc).
	

	Model
No.
	PVLT
[Adj. R2]
	Collocation Priming
[Adj. R2 change]
	Concreteness
[Adj. R2 change]
	MTLD
[Adj. R2 change]
	df
	logLik
	BIC
	∆BIC
	AICc
	∆AICc
	Pseudo Adj. R2

	161
	[.675]
	[.139]
	
	
	21
	-16337.51
	2372.0
	5.70
	32727.9
	14.46
	.815

	162
	[.675]
	[.139]
	[.0453]
	
	28
	-16322.46
	2374.6
	8.31
	32721.7
	8.31
	.860

	177
	[.675]
	[.139]
	
	[.056]
	28
	-16318.31
	2366.3
	–
	32713.4
	–
	.871

	178
	[.675]
	[.139]
	[.0301]
	[.056]
	35
	-16304.08
	2370.6
	4.27
	32713.7
	0.23
	.901



The best-subset regression method using BIC and AICc showed that the best model included PVLT, Collocational priming, and MTLD. The model with Concreteness was only slightly different according to AIC value (∆AIC = 0.23). The effect size measure (i.e., Nagelkerke's pseudo adj R2) indicated that the latter model demonstrated a better fit compared to the simpler model (R2 change = .03), suggesting unique explanatory powers of Concreteness indices to WA response profiles (pseudo adj R2 = .901 for this final model).


APPENDIX S11 
The complete information for the final multinomial regression models.
 
	 
	 
	 
	 
	 
	 
	 
	95% CI for Odds

	 
	 
	LogOdds
	SE
	z
	p-value
	Odds
	Lower
	Upper

	Lexical Set
	
	
	
	
	
	
	

	
	Intercept
	-.505
	.055
	-9.123
	< .001
	.603
	.541
	.673

	
	PVLT
	.140
	.063
	2.209
	.028
	1.150
	1.016
	1.302

	
	Collocation Priming
	.058
	.056
	1.034
	.301
	1.060
	.949
	1.183

	
	MTLD
	-.062
	.059
	-1.059
	.290
	.940
	.837
	1.054

	
	Concreteness
	-.007
	.060
	-.116
	.908
	.993
	.882
	1.118

	Collocation
	
	
	
	
	
	
	

	
	Intercept
	-.299
	.052
	-5.751
	< .001
	.742
	.670
	.821

	
	PVLT
	.064
	.059
	1.075
	.283
	1.066
	.949
	1.197

	
	Collocation Priming
	-.134
	.054
	-2.494
	.013
	.874
	.787
	.972

	
	MTLD
	.030
	.055
	.542
	.588
	1.030
	.926
	1.146

	
	Concreteness
	-.137
	.056
	-2.421
	.016
	.872
	.781
	.974

	Free combination
	
	
	
	
	
	
	

	
	Intercept
	-.745
	.060
	-12.478
	< .001
	.475
	.422
	.534

	
	PVLT
	.015
	.067
	.224
	.823
	1.015
	.890
	1.158

	
	Collocation Priming
	-.163
	.062
	-2.618
	.009
	.850
	.753
	.960

	
	MTLD
	.044
	.062
	.711
	.477
	1.045
	.925
	1.181

	
	Concreteness
	-.033
	.065
	-.505
	.614
	.968
	.852
	1.099

	Form
	
	
	
	
	
	
	

	
	Intercept
	-.945
	.064
	-14.712
	< .001
	.389
	.343
	.441

	
	PVLT
	-.113
	.072
	-1.576
	.115
	.893
	.776
	1.028

	
	Collocation Priming
	.000
	.065
	.006
	.995
	1.000
	.880
	1.137

	
	MTLD
	-.151
	.068
	-2.214
	.027
	.860
	.752
	.983

	
	Concreteness
	-.067
	.070
	-.955
	.340
	.936
	.816
	1.073

	Erratic
	
	
	
	
	
	
	

	
	Intercept
	-1.924
	.097
	-19.749
	< .001
	.146
	.121
	.177

	
	PVLT
	-.311
	.098
	-3.172
	.002
	.733
	.605
	.888

	
	Collocation Priming
	-.208
	.095
	-2.184
	.029
	.812
	.674
	.979

	
	MTLD
	.107
	.092
	1.166
	.244
	1.113
	.930
	1.332

	
	Concreteness
	.089
	.100
	.897
	.370
	1.094
	.900
	1.329

	Form and meaning
	
	
	
	
	
	
	

	
	Intercept
	-3.164
	.169
	-18.767
	< .001
	.042
	.030
	.059

	
	PVLT
	.025
	.193
	.130
	.897
	1.025
	.703
	1.496

	
	Collocation Priming
	.060
	.170
	.352
	.725
	1.062
	.761
	1.481

	
	MTLD
	-.123
	.180
	-.684
	.494
	.884
	.621
	1.259

	
	Concreteness
	-.058
	.183
	-.317
	.751
	.944
	.659
	1.351

	Position and meaning
	
	
	
	
	
	
	

	
	Intercept
	-5.454
	.536
	-10.180
	< .001
	.004
	.001
	.012

	
	PVLT
	-.149
	.565
	-.263
	.793
	.862
	.285
	2.610

	
	Collocation Priming
	.367
	.469
	.781
	.435
	1.443
	.575
	3.620

	
	MTLD
	-.060
	.517
	-.117
	.907
	.941
	.342
	2.593

	 
	Concreteness
	-.102
	.547
	-.187
	.852
	.903
	.309
	2.639

	Note. The reference category was Indirect Meaning for the entire model; Dispersion parameter was estimated to be 3.15; Standard Errors and p-values, and Confidence Intervals were adjusted for overdispersion through dispersion() function in the mclogit package (Elff, 2020).
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APPENDIX S12 
Results of the Best-subset Regression Modeling (five best models based on BIC) for Word Association Reaction Time.
	

	Model No.
	PVLT
	Lexical Decision Time
	Concreteness
	Semantic Priming
	Collocation Priming
	df
	logLik
	BIC
	∆BIC
	AICc
	∆AICc

	35
	
	
	
	
	
	4
	-72.627
	163.793
	0.000
	153.662
	0.152

	33
	
	
	
	
	
	3
	-75.827
	165.558
	1.764
	157.896
	4.385

	36
	
	
	
	
	
	5
	-71.446
	166.065
	2.272
	153.510
	0.000

	51
	
	
	
	
	
	5
	-72.374
	167.921
	4.128
	155.366
	1.856

	43
	
	
	
	
	
	5
	-72.423
	168.020
	4.227
	155.465
	1.955

	



According to the BIC, the best model included only PVLT and Lexical Processing Speed (LPS) (Model No. 35), while the AICc indicated that the best model included Concreteness in addition to PVLT and LPS (Model No. 36). Overall, the best model based on BIC ranked second in AICc with only slight change in the value (∆AICc = 0.15); the inclusion of concreteness did not significantly improve the model, 2(1) = .56; p = .12. For this reason, the Model No. 35 was considered as the final, most parsimonious model. The final model met the assumptions of linear model, including normality and homoscedasticity of residuals, multicollinearity, non-presence of outliers based on Cook’s distance statistics (see the following plots). 
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APPENDIX S13 
The relationships between Bigram Mutual Information and response profile.
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