On-line Supplementary Material Appendix 4
Detail of the analytic approach
For the most part, we followed Swanborn and de Glopper’s (1999) approach. That is, using the relative learning gain (i.e., proportion of unknown words learned) as a response variable and analyzing to what extent other predictor variables (e.g., gloss variables, text and learner characteristics) explain learning gains by using regression analysis. Also, the regression model used is a special model called a variance known model, where the sampling variance is known (see Hox, 2010, p. 207; also see Lee et al., 2018, p. 16). In the variance known model, the effect sizes are weighted using the sampling variance.
	The main difference from Swanborn and de Glopper (1999) and the current meta-analysis relates to how to calculate the sampling variance. Swanborn and de Glopper transformed the relative learning gain using the logit function (1), where p refers to the proportion.
(1) 
	Also, they calculated sampling variance for the logit transformed proportion using the number of participants tested (2), where N refers to the sample size.
(2) 
	This is an established way to calculate sampling variance for the logit-transformed proportion (e.g., Hox, 2010, p. 209). However, in Swanborn and de Glopper, while the proportion refers to the proportion of number of words learned out of unknown words when calculating the effect size, they calculated the sampling variance for an effect size using the sampling size. Using sampling size does not denote the number of words learned but instead denotes the proportion of the number of participants who learned a target word. Because of the different proportions combined in the calculations of effect sizes and sampling variances, their calculation of the sampling variance may not be appropriate (e.g., see Card, 2012, p. 151; Lipsey & Wilson, 2001, p. 40 for the use of logit-transformed proportion for meta-analysis). 
	In order to enhance the statistical approach of Swanborn and de Glopper, the current-meta-analysis used the reported posttest score variance (i.e., standard deviation) to account for the sampling variance. As such, we can use more precise information about the sampling variance for the effect sizes calculated based on the posttest scores. This may enhance the accuracy of the analysis. In the current study, the relative learning gain was used as an effect size and meta-analyzed as a mean on a single variable (e.g., see Card 2012, p. 148). Also, the sampling variance was calculated using the formula in Hox (2010, p. 209). The formula is shown below (3), where s refers to the standard deviation of the posttest scores that was converted into a proportion by following Card (2012, pp. 148-150).
(3) 
A similar approach was also taken in Goldschneider and DeKeyser’s (2001) meta-regression, which used the proportion of accurate responses as an effect size and weighted it by the number of subjects and amount of variance in the dependent variable in each study (p. 34). It should be noted that their weighting formula was slightly different from the one used in the current meta-analysis.




Calculation Formulas for ESs and SDs
(a) Studies in which participants were exposed to target words that were all unknown to them during the treatment:



[bookmark: _GoBack](b) For studies administering a pretest to measure participants’ prior knowledge of the target words:



(c) For studies that did not administer pretests but included a control group (i.e., a group that only took posttests without going through a treatment):




All formulas for ESs were devised based on the formula of relative learning gains used in Swanborn and de Glopper (1999) (see also, Card, 2012, p. 148). The SDs on the posttest scores were divided by the proportion of unknown words. This ensured that it was on the same scale of relative learning gains and could be used to calculate the sampling variance using the formula provided by Hox (2010, p. 209), , where s refers to the standard deviation (see also Card, 2012, p. 150). 
We also ran sensitivity analyses to determine whether the different formulas influenced the analysis. The sensitivity analyses confirmed that the degree of influence may be none to negligible (see On-line Supplementary Material Appendix 5 for the results).
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