
Online supplement to the paper

Semi-Parametric Independence Testing for Time Series of Counts

and the Role of the Support

David Harris, Department of Economics, University of Melbourne

Brendan McCabe, Management School, University of Liverpool

This supplement provides Appendix B to the paper “Semi-Parametric Independence Testing for

Time Series of Counts and the Role of the Support”, which includes the proofs of Theorem A.1

and Lemmas A.1 and A.2 that were stated in Appendix A.

B Proofs of Theorem A.1, Lemmas A.1 and A.2

B.1 Proof of Theorem A.1

Using (2) the log likelihood ratio can be expressed

log
LT (θTh)

LT (θ0)
=

T∑
t=1

(
log

yt∧yt−1∑
k=0

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt

)
.

Applying the mean value expansions

(1− β)n = 1− nβ +

(
n

2

)
β2 −

(
n

3

)
β3 (1− β∗)n−3 , (A.32)

nβ (1− β)n−1 = nβ − 2

(
n

2

)
β2 + 3

(
n

3

)
β3 (1− β∗∗)n−2 , (A.33)(

n

2

)
β2 (1− β)n−2 =

(
n

2

)
β2 − 3

(
n

3

)
β3 (1− β∗∗∗)n−1 , (A.34)

to the k = 0, 1, 2 terms of the inner summation and collecting powers of T gives

yt∧yt−1∑
k=0

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt
= 1 + T−1/2a1,t + T−1a2,t + T−3/2a3,t,
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where

a1,t = hβyt−1

(
πyt−1

πyt
− 1

)
+

hπ,yt −∑
j∈U

πjhπ,j

 ,

a2,t = h2
β

(
yt−1

2

)(
1− 2

πyt−1

πyt
+
πyt−2

πyt

)

−hβyt−1

(hπ,yt − hπ,yt−1)−
(
πyt−1

πyt
− 1

)hπ,yt−1 −
∑
j∈U

πjhπ,j

 ,

a3,t = h3
β

(
yt−1

3

)(
− (1− β∗T )yt−1−3 πT,yt (hπ)

πyt
+ 3 (1− β∗∗T )yt−1−2 πT,yt−1 (hπ)

πyt

−3 (1− β∗∗∗T )yt−1−1 πT,yt−2 (hπ)

πyt

)
+ T 3/2

yt∧yt−1∑
k=3

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt
.

Applying the mean value expansion

log (1 + x) = x− x2

2
+
x3

3

1

(1 + x∗)3

and collecting powers of T gives

log

yt∧yt−1∑
k=0

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt
= T−1/2a1,t −

1

2
T−1

(
a2

1,t − 2a2,t

)
+ rT,t

where

rT,t = T−3/2 (a3,t − a1,ta2,t)− T−2

(
1

2
a2

2,t + a1,ta3,t

)
− T−5/2a2,ta3,t −

1

2
T−3a2

3,t

+
1

3

(
T−1/2a1,t + T−1a2,t + T−3/2a3,t

)3 1(
1 + a∗T,t

)3 .

Thus the log-likelihood ratio has the representation

log
LT (θTh)

LT (θ0)
= T−1/2

T∑
t=1

a1,t −
1

2
T−1

T∑
t=1

(
a2

1,t − 2a2,t

)
+

T∑
t=1

rT,t. (A.35)

(i) The first term of (A.35) is the linear operator

STh = T−1/2
T∑
t=1

a1,t = ST,βhβ + ST,πhπ

as defined in (A.4), (A.5). Under H0, so that yt is i.i.d., the process a1,t is a stationary, ergodic

(1-dependent) finite-variance martingale difference for any h, and therefore obeys a central limit

theorem

STh N (0, 〈h, V h〉)

where

〈h, V h〉 = E

yt−1

(
πyt−1

πyt
− 1

)
hβ +

hπ,yt − ∞∑
j=1

πjhπ,j

2 .
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This central limit theorem clearly also holds jointly for finite collections of h’s, while asymptotic

equicontinuity is provided by the empirical process formulation of Lemma 1(c) of Drost et al.

(2009). Thus ST converges to a tight Gaussian process with covariance operator V .

(ii) For any h, each term of a2,t is stationary and ergodic and therefore satisfies a WLLN.

Moreover a2,t has mean zero under Assumption 2, as shown by

E

[(
yt−1

2

)(
1− 2

πyt−1

πyt
+
πyt−2

πyt

)]
= E

[(
yt−1

2

)](
1− 2

∑
k∈U

πk−1 +
∑
k∈U

πk−2

)
= 0,

since
∑

k∈U πk−1 =
∑

k∈U πk−2 = 1 under Assumption 2, and

E

yt−1

(πyt−1

πyt
− 1

)hπ,yt−1 −
∞∑
j=1

πjhπ,j

− (hπ,yt−1 − hπ,yt)


= E [yt−1]

(∑
k∈U

(πk−1 − πk)hπ,k−1 −
∑
k∈U

(hπ,k−1 − hπ,k)πk

)

= E [yt−1]

(∑
k∈U

πkhπ,k −
∑
k∈U

πk−1hπ,k−1

)
= 0.

(These terms are not zero under Assumption 3.) Thus T−1
∑T

t=1 a2,t
p→ 0.

Similarly a2
1,t satisfies a WLLN with limit expressed as

E
(
a2

1,t

)
= 〈h, V h〉 = h2

βVββ + 2hβVβπhπ + 〈hπ, Vππhπ〉 ,

in which

Vββ = E

[(
yt−1

(
πyt−1

πyt
− 1

))2
]

= E
[
y2
t−1

]∑
k∈U

(
π2
k−1

π2
k

− 2
πk−1

πk
+ 1

)
πk

= E
[
y2
t−1

]∑
k∈U1

π2
k−1

π2
k

− 1

 ,

since
∑

k∈U πk−1 = 1 under Assumption 2,

Vβπhπ = E

yt−1

(
πyt−1

πyt
− 1

)hπ,yt − ∞∑
j=1

πjhπ,j

 = E [yt−1]
∞∑
k=1

(πk−1 − πk)hπ,k,
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again using Assumption 2, and

〈hπ, Vππhπ〉 = E

hπ,yt − ∞∑
j=1

πjhπ,j

2 =

∞∑
j=1

πjh
2
π,j −

 ∞∑
j=1

πjhπ,j

2

.

(iii) The remainder rT,t contains terms of order T−3/2 and below. Two of these terms will be

considered, with the others following similarly. The first is∣∣∣∣∣T−3/2
T∑
t=1

(
yt−1

3

)
(1− β∗T )yt−1−3 πT,yt (hπ)

πyt

∣∣∣∣∣
≤ sup

j

∣∣∣∣πT,j (hπ)

πj

∣∣∣∣T−3/2
T∑
t=1

(
yt−1

3

)

≤

(
1 + 2T−1/2 sup

j
|hπ,j |

)
T−3/2

T∑
t=1

(
yt−1

3

)
p→ 0,

since hπ ∈ `∞ and ut is assumed to have finite third moment. The second uses (A.32)–(A.34) to

obtain
yt−1∑
k=3

Bi (yt−1, k;βT (hβ)) = 1−
2∑

k=0

Bi (yt−1, k;βT (hβ)) ≤ 7

(
yt−1

3

)
βT (hβ)3

and hence

E

∣∣∣∣∣
yt∧yt−1∑
k=3

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt

∣∣∣∣∣ ≤ E

(
yt−1∑
k=3

Bi (yt−1, k;βT (hβ))

)
E

(
πT,yt−k (hπ)

πyt

)
≤ 7T−3/2hβµ3,

so that
T∑
t=1

yt∧yt−1∑
k=3

Bi (yt−1, k;βT (hβ))
πT,yt−k (hπ)

πyt

p→ 0.

This completes the proof. �

B.2 Proof of Lemma A.1

Following CHS, define the effective score

S∗T,β = ST,β − ST,πV −1
ππ Vπβ.

From the expressions given in Theorem A.1, it can be seen that V −1
ππ is defined by

〈
hπ, V

−1
ππ hπ

〉
=

∞∑
k=1

1

πk
h2
π,k +

1

π0

( ∞∑
k=1

hπ,k

)2

.
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It immediately follows that S∗T,β is given by (A.9). The weak convergence result for ST reported

in Theorem A.1(i) implies that

S∗T,β  Z∗ ∼ N
(
0, ω2

)
, (A.36)

where the variance is

ω2 = Vββ − VβπV −1
ππ Vπβ = σ2

u

( ∞∑
k=1

π2
k−1

πk
− 1

)
, (A.37)

which verifies the asymptotic null distribution of ξT .

Theorem 1 of CHS states that an asymptotically uniformly most powerful test at a given Π

is provided by the (infeasible) test that rejects H0 for ξT > zα, where zα is the upper α quantile

of the standard normal distribution. The asymptotic local power of this test can be computed

from the asymptotic distribution ξT  N (ωhβ, 1) under θT , which follows from Le Cam’s third

lemma and the LAN property in Theorem A.1. In particular, under θT ,

Pr (ξT > zα)→ 1− Φ (zα − ωhβ)

which gives the local power. �

B.3 Proof of Lemma A.2

Denote the INAR(1) transition probabilities under βT = T−1hβ and any Π = {πj}j∈U(0) as

pi|j = Pr (yt = i|yt−1 = j) =

i∧j∑
k=0

Bi (j, k;βT )πi−k. (A.38)

The identities

(1− βT )j = 1− βT
j∑

k=1

(1− βT )k−1 (A.39)

= 1− βT j + β2
T

j−1∑
k=1

(j − k) (1− βT )k−1 (A.40)

are applied to Bi (j, 1;βT ) and Bi (j, 0;βT ) respectively to give an expression for the first two

terms in (A.38) as

Bi (j, 0;βT )πi + Bi (j, 1;βT )πi−1 = qi|j − β2
T (s0,jπi + s1,j (πi−1 − πi))

where

s0,j =

j−1∑
k=1

k (1− βT )k−1 , s1,j = j

j−1∑
k=1

(1− βT )k−1 ,
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and where it is convenient for subsequent analysis to represent qi|j as

qi|j =

 πi

πi−1 − πi

′ 1

βT j

 . (A.41)

Thus

pi|j = qi|j + ri|j ,

where

ri|j = −β2
T (s0,jπi + s1,j (πi−1 − πi)) +

i∧j∑
k=2

Bi (j, k;βT )πi−k. (A.42)

Then

Pr (yt1 = i1, . . . , ytk = ik and yt 6∈ A for all s 6= t1, . . . , tk)

=
∑
jT 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

pjT |jT−1
pjT−1|jT−2

. . .

pjtk+1|ikqik|jtk−1
. . . pjt1+1|i1pi1|jt1−1

. . . pj1|j0πj0

=
∑
jT 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

qjT |jT−1
qjT−1|jT−2

. . . (A.43)

qjtk+1|ikqik|jtk−1
. . . qjt1+1|i1qi1|jt1−1

. . . qj1|j0πj0

+
∑
jT 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

rjT |jT−1
qjT−1|jT−2

. . . (A.44)

qjtk+1|ikqik|jtk−1
. . . qjt1+1|i1qi1|jt1−1

. . . qj1|j0πj0

+
∑
jT 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

pjT |jT−1
rjT−1|jT−2

. . .

qjtk+1|ikqik|jtk−1
. . . qjt1+1|i1qi1|jt1−1

. . . qj1|j0πj0

...∑
jT 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

pjT |jT−1
pjT−1|jT−2

. . . (A.45)

pjtk+1|ikqik|jtk−1
. . . pjt1+1|i1pi1|jt1−1

. . . rj1|j0πj0

The main result is found from (A.43), with the sum of (A.44)–(A.45) being shown to be

negligible below. Defining

η0 =
∑
j 6∈A

(πj−1 − πj) =
∑

j∈U(0)∪U(1)

πj−1 −
∑
j∈A

πj−1 −
∑
j∈U(0)

πj = −
∑
j∈A

πj−1

and ∑
j 6∈A

j (πj−1 − πj) =
∑

j∈U(0)∪U(1)

jπj−1 −
∑
j∈A

jπj−1 −
∑
j∈U(0)

jπj

=
∑
j∈U(0)

(j + 1)πj −
∑
j∈A

jπj−1 −
∑
j∈U(0)

jπj

= 1−
∑
j∈A

jπj−1
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gives ∑
j 6∈A

 1

βT j

 πj

πj−1 − πj

′ =
 1 −η0

βTµu −βT η1

 .

This matrix can be diagonalised as V ΛV −1 in which Λ = diag (λ2, λ1), λ2 > λ1

(λ2, λ1) =
1

2

(
1− βT η1 ±

√
β2
T η1 − 2βT (2η0µu − η1) + 1

)
and

V =

 λ2 + βT η1 λ1 + βT η1

βTµu βTµu

 .

Thus, using πi = 0 for all i ∈ A,

Pr (yt1 = i1, . . . , ytk = ik and yt 6∈ A for all s 6= t1, . . . , tk)

≈

 1

−η0

′ V ΛT−tk−1V −1

 1

βT ik

 0

πik−1

′ V Λtk−tk−1−1V −1

×

 1

βT ik−1

 0

πik−1−1

′ V . . . V Λt1V −1

 1

0

 . (A.46)

Taking second order expansions of λ2 and λ1 around βT = 0 gives

λ2 = 1− βTµuη0 + β2
T

(µuη0 − η1)µuη0(
β∗2T η1 − 2β∗T (2µuη0 − η1) + 1

)3/2
λ1 = βT (µuη0 − η1)− β2

T

(µuη0 − η1)µuη0(
β∗∗2T η1 − 2β∗∗T (2µuη0 − η1) + 1

)3/2
for 0 ≤ β∗T , β∗∗T ≤ βT . These show that

λ2 → 1, λ1 → 0,

λT2 → exp (−hβµuη0) .

It follows that  1

−η0

′ V ≈
 1

−η0

′ 1 0

0 0

 =

 1

0

′ ,
and

V −1

 1

0

 =
1

λ2 − λ1

 1

−1

 ≈
 1

−1

 ,

and

V −1

 1

βT i

 0

πi−1

′ V =
βTµuπi−1

(λ2 − λ1)

 1− i (λ1 + βT η1) /µu

−1 + i (λ2 + βT η1) /µu

 1

1

′

≈ βTµuπi−1

 1

−1 + i/µu

 1

1

′ .
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Substituting these into (A.46) gives

Pr (yt1 = i1, . . . , ytk = ik and yt 6∈ A for all s 6= t1, . . . , tk)

≈

(∏
i∈A

βTµuπi−1

) 1

0

′ λT−tk−1
2 0

0 λT−tk−1
1

 1

−1 + ik/µu

 1

1

′
 λ

tk−tk−1−1
2 0

0 λ
tk−tk−1−1
1

 1

−1 + ik−1/µu

 1

1

′ . . .
 λt12 0

0 λt11

 1

−1


=

(∏
i∈A

βTµuπi−1

)(
λT−tk−1

2

(
λ
tk−tk−1−1
2 − λtk−tk−1−1

1 (−1 + ik−1/µu)
)
. . .
(
λt12 − λ

t1
1

))
≈

(∏
i∈A

βTµuπi−1

)
λT−k2

≈

(∏
i∈A

βTµuπi−1

)
exp (−hβµuη0) , (A.47)

as required.

Now consider the sum of (A.44)–(A.45). Write ri|j = r
(1)
i|j +r

(2)
i|j , where r

(2)
i|j =

∑i∧j
k=2 Bi (j, k;βT )πi−k

is the less obvious term that is explicitly derived here. Observe that

0 <
∑
i 6∈A

∑
j 6∈A

r
(2)
i|j πj =

∑
j∈U(0)

πj

j∑
k=2

Bi (j, k;βT )
∑

i 6∈A,i≥k
πi−k

≤
∑
j∈U(0)

πj

j∑
k=2

Bi (j, k;βT )

=
∑
j∈U(0)

πj

(
1− (1− βT )j − βT j (1− βT )j−1

)

=
∑
j∈U(0)

πj

(
1−

(
1− βT j + β2

T

j−1∑
h=1

(j − h) (1− βT )h−1

)
− βT j

(
1− βT

j∑
k=1

(1− βT )k−1

))

= β2
T

∑
j∈U(0)

πj

(
j−1∑
h=1

h (1− βT )h−1

)

≤ β2
T

∑
j∈U(0)

πjj
2

= β2
TE
[
u2
t

]
,

and similarly

0 <
∑
i∈U(0)

∑
j∈U(0)

r
(2)
i|j πj−1 ≤ β2

T

(
E
[
u2
t

]
+ E [ut]

)
.

For any n = 1, . . . , T , define h such that th ≤ n and th+1 > n. Then the nth term among
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(A.44)–(A.45) satisfies∑
jn 6∈A

. . .
∑

jtk+1 6∈A

∑
jtk−1 6∈A

. . .
∑
jn 6∈A

. . .
∑

jth+1 6∈A

∑
jth−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

pjT |jT−1
. . .

pjtk+1|ikpik|jtk−1
. . . pjn+1|jnrjn|jn−1

qjn−1|jn−2
. . . qjth+1|ihqih|jth−1

. . . qjt1+1|i1qi1|jt1−1
. . . qj1|j0πj0

≤
∑
jn 6∈A

∑
jn−1 6∈A

. . .
∑

jth+1 6∈A

∑
jth−1 6∈A

. . .
∑

jt1+1 6∈A

∑
jt1−1 6∈A

. . .
∑
j1 6∈A

∑
j0∈U(0)

r
(2)
jn|jn−1

qjn−1|jn−2
. . . qjth+1|ihqih|jth−1

. . .

qjt1+1|i1qi1|jt1−1
. . . qj1|j0πj0

≈

 h∏
j=1

βTµuπij−1

 ∑
jn 6∈A

∑
jn−1 6∈A

r
(2)
jn|jn−1

 πjn−1

πjn−1−1 − πjn−1

′ exp (−hβµuη0)

0


=

 h∏
j=1

βTµuπij−1

 exp

−hβµu h∑
j=1

πij−1

 ∑
jn 6∈A

∑
jn−1 6∈A

r
(2)
jn|jn−1

πjn−1

≤ β2
T

(
E
[
u2
t

]
+ E [ut]

) h∏
j=1

βTµuπij−1

 exp

−hβµu h∑
j=1

πij−1


showing that, compared to (A.47), each term in (A.44)–(A.45) is bounded by an expression with

an extra β2
T = O

(
T−2

)
, and hence that the sum of T of these terms is asymptotically negligible

relative to (A.47). The terms involving r
(1)
i|j = −β2

T (s0,jπi + s1,j (πi−1 − πi)) will clearly also

involve the extra β2
T factor and hence are negligible. �
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