Supplementary material

#1. Preheating plateau tests
Preheat plateau tests, with temperatures from 200 oC to 300 oC, were applied to fine-grained quartz OSL signals from two samples (IEE215 and IEE228). Fig #1 shows that 260 oC 10 s is a suitable preheating condition for fine-grained quartz OSL De estimation by the sensitivity-corrected MAR protocol. Considering the mineralogical homogeneity of Chinese loess (Liu et al., 1985), this preheating condition applied before the main OSL measurement was adopted for all samples. For the test dose OSL measurements, the preheating condition was selected to be 220 oC for 5 s (Wang et al., 2006). The recuperation ratio was 1.23±0.09 % for all samples when the recuperation was calculated as a percentage of the natural OSL intensities.
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Fig #1.  De estimates as a function of preheat temperature for sample IEE215 and IEE228.
#2. Overcoming data scatter using sensitivity-corrected MAR protocol

Table #1 presents the natural OSL intensity (Li), its subsequent OSL intensity (Ti) in response to the test dose of 37 Gy, as well as the corrected OSL intensity (Li/Ti) for 9 aliquots of sample IEE228 and IEE232, the two samples with the higher natural doses. For sample IEE228 the standard error of Li is about 1.43 %, while it is reduced to 4 ‰ for the corrected OSL intensity (Li/Ti). These results show that the OSL response to a test dose can overcome the scatter of the raw OSL intensity and provide normalization for the multiple aliquot approach. It thus enables De determination to be made with high precision.

Table #1. Intensity of the natural OSL (LN), OSL response (TN) to test dose (37 Gy) and normalized OSL (LN/TN) for sample IEE228 and IEE232 (n = 9 for each). OSL signal was integrated counts for the first 5 s of OSL decay curves minus the background of the last 5 s.
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71104 24237 2.93 263961 81328 3.25

65144 21780 2.99 257543 77929 3.30

70752 23927 2.96 254827 78633 3.24

63490 21418 2.96 244528 74589 3.28

66213 22325 2.97 239927 73473 3.27

63884 21699 2.94 268704 82962 3.24

69169 23475 2.95 269532 82391 3.27

68771 23143 2.97 258985 80450 3.22

65596 21579 3.04 275354 84732 3.25

Average 67125 22620 2.97 259262 79610 3.26

Medium 66213 22325 2.96 258985 80450 3.25

SE (%) 1.43 1.61 0.36 1.50 1.59 0.25

IEE228 IEE232


#3. Experiment to investigate OSL build up in SAR measurements

To investigate the buildup of OSL signals in the SAR protocol, 12 aliquots of sample IEE212 were measured using a SAR protocol (Murray and Wintle, 2000), but using only one regeneration dose for each aliquot; this regeneration dose was repeated six times. In this way, the process of OSL buildup can be estimated due to the same repeated irradiation, preheating and stimulation; thus the influence of the variation of prior regeneration doses in the regular SAR protocol can be avoided. The repeated regeneration doses for each of the 12 aliquots were 15.7, 31.4, 47.1, 62.8, 78.5, 109.9, 157, 219.8, 298.3, 392.5, 502.4 and 628 Gy, and the test dose in each case was 15.7 Gy. 

Fig #2 presents the dose response curves obtained using data for the first and sixth cycles (SAR-R1 and SAR-R6 in Fig #2). The OSL response for the same sample was also measured by the sensitivity-corrected MAR protocol with the same experimental conditions (i.e. same preheating conditions and same test dose). From Fig #2 it can be seen that the OSL responses were different when regeneration doses exceeded about 300 Gy, even when a higher preheating temperature (220 oC for 5 s) was applied for test dose OSL measurements. The difference between the SAR and sensitivity-corrected MAR protocols is that the SAR protocol constructs the dose response curve using only the blue light stimulations (50 s for Li and 50 s for Ti) to reduce the OSL signal prior to each new Li measurement on single aliquot; the sensitivity-corrected MAR protocol uses bleaching of multiple aliquots with the solar simulator prior to irradiation to construct the dose response curve. By comparing the results for the first (SAR-R1) and the sixth (SAR-R6) cycles, it can be seen that there was no serious OSL buildup when different aliquots were used to construct each dose point (Fig #2). This indicates that repeated regeneration doses, preheating and bleaching do not contribute to the OSL buildup in the SAR protocol. It is also possible to compare the natural sensitivity-corrected signal (LN/TN) with either of the SAR data sets (SAR-R1 or SAR-R6) or with the sensitivity-corrected MAR data set. For higher doses, particularly of more than 350 Gy, the value of De obtained using the first cycle SAR (SAR-R1) will be underestimated by more than 5% when compared with the sensitivity-corrected MAR values for De. This predicted underestimation is shown in the inset to Fig #2. Thus the underestimation of the De value found for the SAR protocol (seen in Fig 3 of main text) is ascribed to the aliquot condition after the test dose OSL measurements for natural OSL stimulation; for the sensitivity-corrected MAR protocol, sunlamp bleaching was applied to each aliquot before irradiation.
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Fig #2. Dose response curves for IEE212 constructed by the SAR and sensitivity-corrected MAR protocols. To inspect the OSL buildup, the OSL responses due to the same regeneration doses (15.7, 31.4, 47.1, 62.8, 78.5, 109.9, 157, 219.8, 298.3, 392.5, 502.4 and 628 Gy) were measured for six cycles by SAR protocol. The lower dashed line (SAR-R1) is for the first cycle measurements; the upper dashed line (SAR-R6) is for the sixth cycle measurements. The inset shows the percentage underestimation in De that would be predicted for SAR measurements compared with measurements made in the sensitivity-corrected MAR protocol; this explains the underestimation of De for the SAR protocol when using laboratory beta doses larger than 300 Gy.
#4. Dose rate correction for paleosol S1 samples

As shown in Fig 4 (Main text), above the top of S1, the measured concentrations of U, Th and K are relatively constant and a relatively stable radiation environment has persisted since the development of the bottom part of loess L1. For the paleosol S1 units, serious pedogenesis occurred during its formation, and it has been shown that this generally results in the leaching of uranium and enrichment of thorium (Gu et al., 1997). As shown in Fig 4, the Th concentrations in S1 are higher than in the overlying loess and the ratio of Th/U reaches its maximum in the lower part of S1, indicating modification of the original dust due to pedogenesis; uranium concentrations are also slightly higher (Fig 4).

If the measured U, Th and K concentrations are used to calculate the dose rates for the samples from S1, the OSL ages appear too young (uncorrected ages in Table #2) compared with the ages expected from the correlation with the marine isotope stratigraphy which would predict an age of 129.8 ±3.1 ka for the L2/S1 boundary. 

In the absence of any gamma spectrometry measurements, we have tried to correct the dose rates for samples from S1 using an empirical model. We assume that when the dust was first deposited, it had a radioactive content similar to the unaltered loess above and below S1. Then, pedogenesis resulted in the inward migration of both U and Th. After S1 was covered by the dust that formed the lower part of the following loess layer, L1, no further weathering occurred and there was no further movement of radionuclides. We assume that the dose rate then remained constant at this new higher rate. Thus to calculate an average dose rate for samples from S1, we considered the dose rate over two time periods: one is the time period when S1 was developing and serious weathering occurred, and the other is after S1 has been covered by the loess layer. For the latter environment, the dose rate (DL1) was calculated by using the observed radionuclide concentrations, and its duration (TL1) is about 73 ka (from the start of L1). While S1 was being formed, we assume that the average dose rate (DS1) for the S1 samples was similar to that for primary loess; thus we use the average abundance of all samples from the L1, with 2.30±0.03 ppm for U, 12.03±0.17 ppm for Th and 1.87±0.03 % for K, giving an average dose rate of 3.05 Gy/ka (Note that the dose rates given in Table 1 are a little higher than this because they contain the individual cosmic dose rates and the dose rates from the radionuclides were calculated using individual water contents). The duration of this dose rate (TS1) of each sample is determined by linear interpolation, assuming constant sedimentation rate in S1. In this way, the corrected dose rate for an S1 sample is calculated by  
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In Table #2, the observed and corrected dose rates for samples from the S1 units (with depth of 9.5-12.9 m) are presented. Given the complexity of the formation of S1 unit and its influence on dose rate (Lu et al., 1987, 1988), the proposed correction may be not perfect, but the corrected dose rate should be closer to the true radiation history than that calculated from the present day NAA values for U and Th.

Table #2 Summary of dosimetry and OSL ages from S1 and L2 units at Luochuan Heimugou section.
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(m) (ppm) (ppm) (%) Content (%) coefficient Uncorrected Corrected Uncorrected Corrected

IEE232 9.5 2.55±0.10 13.80±0.30 2.01 25 0.052 3.39±0.13 3.35±0.16 270±12 79.6±4.7 80.6±5.3

IEE233 9.8 2.49±0.10 13.80±0.30 2.10 20 0.039 3.56±0.13 3.48±0.16 281±14 79.0±4.9 80.8±5.5

IEE234 10.0 2.65±0.11 15.00±0.33 2.08 20 0.045 3.76±0.14 3.63±0.17 303±2 80.8±3.0 83.6±3.9

IEE270 10.6 2.48±0.14 15.50±0.34 2.09 20 0.039 3.68±0.14 3.51±0.16 341±16 92.8±5.6 97.3±6.5

IEE269 11.0 2.28±0.15 14.18±0.31 2.06 20 0.049 3.61±0.13 3.43±0.16 322±18 89.3±5.9 94.0±6.8

IEE268 11.5 2.72±0.15 13.45±0.30 2.07 20 0.054 3.73±0.14 3.48±0.16 354±11 94.7±4.6 102±5.8

IEE267 11.9 2.79±0.14 14.83±0.33 2.04 20 0.038 3.65±0.14 3.40±0.16 390±6 107.0±4.3 115±5.7

IEE266 12.3 2.61±0.14 13.07±0.29 1.96 20 0.040 3.42±0.13 3.24±0.15 409±18 119.8±6.9 126±8.1

IEE263 12.9 2.86±0.14 12.22±0.27 1.82 20 0.041 3.31±0.12 3.16±0.15 397±11 120.2±4.5 126±6.0
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