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Supplemental material on sampling and methods 

Sample locations

	Field Name
	Latitude
	Longitude

	Zeugen
	(N)
	(E)

	Z-4-1 Al Jubail
	26° 51' 23"
	49° 47' 01"

	Z-4-2 Al Jubail
	26° 51' 23"
	49° 47' 01"

	Z-1-1 Tarif 
	24° 00' 39"
	53° 40' 53"

	Z-1-2 Tarif
	24° 00' 39"
	53° 40' 53"

	Z-1-3 Tarif
	24° 00' 39"
	53° 40' 53"

	*Z-5-1Al Dibb'iya
	24° 21' 59"
	54° 05' 28"

	Z-3-1 Dubai
	24° 54' 20"
	54° 53' 30"

	Z-3-2 Dubai
	24° 54' 20"
	54° 53' 30"

	*  No surviving elevation or isotope data, access to site is no longer possible

	Paleo-shoreline
	
	

	S-RVD1
	24° 07' 30"
	54° 05' 56"

	S-RVD2
	24° 07' 27"
	54° 06' 00"

	S-RVD3
	24° 07' 24"
	54° 06' 02"

	S-RVD5
	24° 07' 19"
	54° 06' 07"

	S-RVD4
	24° 07' 04"
	54° 06' 28"


Sampling details of Zeuge and aeolian samples
(locations in original UTM)

Z1
Near Tariff, UAE, nominal eroded top 5.1 m AMSL, Zone 39 0772769E 2658026N 

Z1-1
Caprock 10 cm below nominal surface, 5.0 m AMSL

Z1-2
Bottom of caprock just above the eolian contact, 4.7 m AMSL

Z1-3
Middle of paleo eolian dune, 3.5 m AMSL

Z1-4
Base of paleo eolian dune (sample not analyzed), 2.8 m AMSL

Z2
Dibbyya peninsula, not used because of inconsistent OSL dating: same sample gave different dates). Nominal eroded top 6.0 m AMSL, area now has access restricted.  Zone 40   0213201E 2687453N
Z2-1
Caprock 10 cm below nominal surface, 5.9 m AMSL

Z2-2
Bottom of caprock just above the eolian contact, 5.5 m AMSL

Z2-3 
Middle of paleo eolian dune, 5.0 m AMSL

Z2-4 
Base of paleo eolian dune, 3.4 m AMSL 

Z3 
Near Abu Dhabi/Dubai border, nominal eroded top 6.1 m AMSL, Zone 40   0287057E 2756155N (photos taken), Does not look like other sites as caprock is not as well developed.  Caprock dips to the north 15 degrees.

Z3-1 
Caprock 10 cm below nominal surface—oölitic material but no mega fossils, 6.0 m AMSL.
Z3-2 
Center of eolian dune, 4.3 m AMSL. Could not sample lower layer with field equipment, no exposed edges.

Z4 
60 km north of Dhahran Saudi Arabia near the Ras Al Ghar desalination plant, nominal eroded top 4.0 m AMSL, Zone 39 0379147 E 2971118N.
Z4-1 
Caprock 10 cm below nominal surface, 3.9 AMSL.
Z4-2 
Top of eolian contact 3.5 m AMSL.
Z4-3 
Cross-bedded dune 2.5 m AMSL (not analyzed).
Z-5-1 
Earlier Dibbyya sample of caprock collected 10 cm below nominal surface. ~5m AMSL (elevation is from hand held GPS and only approximate (0.5 m). Collected by S. Stokes and W. Wood, 1998. 

Methods

1. GPS surveying in the UAE

Locations were determined by differential positioning using the Ashtech Z-Xtreme GPS System with cm accuracy. Coordinates were defined in the Universal Transverse Mercator (UTM) Grid System based on the 1967 Nahrwan Datum for the UAE and the Clarke 1880 Spheroid. Altitudes were referenced from mean sea level (MSL) established at Ras Ghantoot in Abu Dhabi.

2. Uranium isotopes.

The 234U/238U activity ratio was determined using a quadrupole ICP/MS with ultrasonic nebulizer according to the method of Kraemer et al. (2002).  A measured amount of sample is added to 8 N HCl to dissolve the carbonate phase.  The resulting solution (carbonate fraction) is centrifuged to remove the solid non-carbonate residue and then evaporated to dryness.  The carbonate fraction is then re-dissolved in 8 N HCl, filtered, and placed on an anion exchange resin to adsorb uranium.  The uranium is desorbed by rinsing the resin with distilled water into a plastic bottle for introduction into a quadrupole ICP/MS with ultrasonic nebulizer.  The instrument is calibrated using a NIST uranium standard (NIST 4321B, activity ratio = 0.963±0.003) of known activity ratio and the instrument performance is checked periodically during operation by measuring either the NIST standard or a solution of Congo uranium ore of known (1.000±0.003) activity ratio.  Sample ratios are corrected for process blanks and any systematic instrumental drift, as needed.

3.  Strontium isotopes

Strontium concentration and 87Sr/86Sr isotope ratios were determined in the US Geological Survey laboratory of Thomas Bullen in Menlo Park, California (John Fitzpatric, analyst) by thermal-ionization mass spectrometry.  A weighed sample was first rinsed in distilled water, and subsequently subjected to a 2 N HNO3 dissolution.  Both the distilled-water and acid solutions were collected separately and run for Sr concentration and isotopes to determine if there is any appreciable difference between these phases that may indicate variable contribution of Sr from the detrital fraction.  After Sr analysis, a volume of liquid equivalent to 10 µg of Sr was added to a cation-exchange resin for Sr purification.  The Sr was eluted using 2 N HNO3 and 20 µL of 0.5 N H3PO4 was added to the solution and evaporated to dryness.  The sample was re-dissolved in distilled water and loaded onto a Ta filament ribbon.  The Sr isotope ratio of the sample was then determined using a Finnigan MAT 261 thermal ionization mass spectrometer in the dual dynamic-collection mode.  Detailed procedures are reported in, for example, Bullen et al. (1997).

4. Carbon and oxygen isotopes.

Carbon and oxygen isotopes were measured at the U. S. Geological Survey Stable Isotope Laboratory in Reston, Virginia (Tyler Coplen, laboratory director).  Samples were reacted with 100% H3PO4 at 25° C to liberate CO2 which was collected, purified by vacuum sublimation, and analyzed on an isotope ratio mass spectrometer (McCrea, 1950).  Carbon isotopic results are reported in per mill (‰) relative to VPDB (Vienna Peedee belemnite).  Oxygen isotopic results are reported in per mill relative to VSMOW (Vienna Standard Mean Ocean Water).  The oxygen isotopic composition of a sample was expressed relative to VPDB using the equation:

18O VPDB= (0.97001 · 18O VSMOW) − 29.99.

Details of the sample preparation and analysis can be found in Révész et al. (2008). 
5.  Carbon-14 dating

Samples were analyzed at the NOSAMS (National Ocean Sciences Accelerator Mass Spectrometry) facility at the Woods Hole Oceanographic Institution under contract to the U. S. Geological Survey. The half life used was 5570 yr. Percent modern carbon was converted to calibrated ages by use of "Marine04" program in CALIB radiocarbon calibration program 5.0.1 (http://calib.qub.ac.uk/calib/).
Radiocarbon data and calculations…In AMS, the carbon or "graphite" derived from a sample is compressed into a small cavity in an aluminum "target" which acts as a cathode in the ion source. The surface of the graphite is sputtered with heated cesium and the ions produced are extracted and accelerated in the AMS system. After acceleration and removal of electrons, the emerging positive ions are magnetically separated by mass and the 12C and 13C ions are measured in Faraday cups where a ratio of their currents is recorded. Simultaneously the 14C ions are recorded in a gas ionization counter, so that instantaneous ratios of 14C to 13C and 12C are recorded. These are the raw signals that are ultimately converted to a radiocarbon age. From a contemporary sample, about 150 14C counts per second are collected. It is expected then, for a 5570 yr (1 half-life) or 11,140 yr old (2 half-lives) sample that 75 or 38 counts per second would be obtained, respectively. Although one can simply measure older samples for longer times, they are constantly being consumed by the ion source, so there are practical limits to the minimum sample activity that can be measured, depending on sample size. At the present time, for a 1 mg sample of graphite, this limiting age is about ten half-lives, or 60,000 yr, if set only by the sample size.  However, limiting ages or "backgrounds" are also determined by process blanks which correspond to the method used to extract the carbon from the sample.
Process Blanks…   The process blanks contain small but measurable amounts of 14C from contamination introduced during chemical preparation, collection or handling. Organic materials, which require the most processing, are limited to younger ages by their corresponding process blank. Since it is always necessary to subtract the counts due to blanks, from the counts due to sample, it may become a statistical limitation for very old samples (small number of 14C atoms) where we are measuring the difference between very small numbers.  Thus, ages are limited by the age of the process blanks (see below) and by the statistical uncertainty of the 14C measurement. 
Fraction Modern…   The Fraction Modern (Fm) is computed from the expression: 
Fm = (S − B) / (M − B)

In the equation, B, S and M represent the 14C/12C ratios of the blank, the sample and the modern reference, respectively. Fm is a measurement of the deviation of the 14C/12C ratio of a sample from "Modern," defined as 95% of the radiocarbon concentration (in AD 1950) of NBS Oxalic Acid I normalized to δ13CVPDB=−19‰ (Olsson, 1970). AMS results are calculated using the internationally agreed-upon definition of 0.95 times the specific activity of NBS Oxalic Acid I (SRM 4990B) normalized to δ13CVPDB=−19‰. This is equivalent to an absolute (AD 1950) 14C/C ratio of 1.176 ± 0.010 × 10−12 (Karlen et al., 1968); all results are normalized to −25‰ using the δ13CVPDB of the sample (see below). The value used for this correction is specified in the report of final results.

δ13C correction…   In addition to loss through decay of radiocarbon, 14C is also affected by natural isotopic fractionation. Fractionation is the term used to describe the differential uptake of one isotope with respect to another. Although the three carbon isotopes are chemically indistinguishable, lighter 12C atoms are preferentially taken up before the 13C atoms in biological pathways. Similarly, 13C atoms are taken up before 14C. The assumption is that the fractionation of 14C relative to 12C is twice that of 13C, reflecting the difference in mass. Fractionation must be corrected for in order to make use of radiocarbon measurements as a chronometric tool for all parts of the biosphere. In order to remove the effects of isotopic fractionation, Fm is then corrected to the value it would have if its original δ13C were −25‰ (the δ13C value to which all radiocarbon measurements are normalized.)  
The Fraction Modern corrected for δ13C, Fmδ13C, is given as:
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Errors…   Atoms of 14C contained in a sample are directly counted using the AMS method of radiocarbon analysis. Accordingly, we calculate an internal statistical error using the total number of 14C counts measured for each target. An external error is calculated from the reproducibility of multiple exposures for a given target. For example, we may measure the 14C /12C of a sample up to nine separate times over the course of a two-day period. The reproducibility of these measurements gives us a good estimate of the true experimental error. The final error is the larger of the internal or external errors.  Aside from the normal statistical errors intrinsic to the counting of 14C events, there are additional statistical errors associated with the corrections applied to Fm that we account for. For example, the δ13C correction from a stable mass spectrometer has an uncertainty of approximately 0.1%. The error associated with δ13C is calculated by:  
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This component of the Fm error is then added in quadrature as follows:  
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Radiocarbon Age…   Radiocarbon age is calculated from the δ13C-corrected Fm according to the following formula:  
Age = −8033 ln (Fm)
Reporting of ages and/or activities follows the convention outlined by Stuiver and Polach (1977) and Stuiver (1980). Ages are calculated using 5568 yr as the half-life of radiocarbon and are reported without reservoir corrections or calibration to calendar years. For freeware programs, we suggest that you look at the following web site for a list of programs that will calibrate radiocarbon results to calendar years (including making reservoir corrections).  The error in the age is given by 8033 times the relative error in Fm. Therefore a 1% error in Fm leads to an 80-yr error in the age. Ages are rounded according to the convention of Stuiver and Polach (1977), shown below:

Rounding convention

	Age (yr BP)
	Nearest (yr)
	
	Error (yr)
	Nearest (yr)

	<1000
	5
	
	<100
	5

	1000–9999
	10
	
	100–1000
	10

	10,000–20,000
	50
	
	>1000
	100

	>20,000
	100
	
	
	


Limiting Ages…   There are two situations that limit an age: the first is that the measured Fm is smaller than that of the corresponding process blank measured in the same suite of samples on the AMS. If this is the case, then the reported age will be quoted as an age greater than the age of the process blank. No age is reported greater than 60 ka. The typical background age for organic combustions is 48 ka and for inorganic carbon samples, 52 ka.  One other situation that limits the age (if not already limited by the background age) is the error of the AMS result. If twice the reported error of Fm (“2” here) is larger than the sample Fm, then a limiting age is reported.  The limiting age is then calculated as −8033 ln(2) and rounded according to  conventions tabulated above.  
Δ14C...  We also report the Δ14C value as defined in Stuiver and Pollach (1977) as the relative difference between the absolute international standard (base year 1950) and sample NOSAMS 1/5/10 12:22 PM (http://www.nosams.whoi.edu/clients/data.html) difference between the absolute international standard (base year 1950) and sample activity corrected for age and δ13C. The Δ14C is age corrected to account for decay that took place between collection (or death) and the time of measurement so that two measurements of the same sample made years apart will produce the same calculated Δ14C result. Collection year must be specified in question 8 of the submittal form in order for Δ14C results to be calculated. 
Δ14C = [Fm · exp(· [ 1950 − Yc] ) − 1 ] · 1000
 is 1/(true mean-life) of radiocarbon = 1/8267 = 0.00012097, and  Yc is the year of collection.  
Sample errors

	Sample name
	Year of 

sample collection
	Date 

analyzed
	Fraction

 Modern, Fm (normalized)
	Error 1 in

Fraction 

Modern, Fm (normalized)
	13C 
(‰) VPDB
	Calculated 

14C age (normalized)
14C yr BP
	14C  age error 

1

(normalized),

14C yr
	pM 

(norml-ized)
	Error 

1 pM, normal-ized
	 14C ,    ‰
	Error, 1 14C , 

 ‰

	RVD-001
	2009
	8/26/13
	0.6523
	0.0020
	3.39
	3430
	25
	65.23
	0.20
	-347.7
	2.0

	RVD-002
	2009
	9/3/13
	0.6424
	0.0026
	3.12
	3560
	35
	64.24
	0.26
	-357.6
	2.6

	RVD-003
	2009
	9/3/13
	0.6431
	0.0022
	3.11
	3550
	30
	64.31
	0.22
	-356.9
	2.2

	RVD-004
	2009
	9/3/13
	0.5252
	0.0020
	3.55
	5170
	30
	52.52
	0.20
	-474.8
	2.0

	RVD-005
	2009
	9/3/13
	0.6034
	0.0023
	5.55
	4060
	30
	60.34
	0.23
	-396.6
	2.3


6. Luminescence dating

Pure quartz grains were refined from the sampled sediments under ~600 nm laboratory illumination, using standard procedures, involving HCl, H2O2, HF, H2SiF6 treatments and sodium polytungstate density separation (Grine et al., 2007). 

All Optically Stimulated Luminescence (OSL) measurements, sample irradiations and preheats were performed using an automated Risø TL/OSL DA-15 reader. A calibrated 90Sr/90Y beta source (calibrated to U.K. National Physical Laboratory reference material) provided sample irradiation. For ‘single-aliquot’ procedures, mono-layers of refined quartz (180–220 µm) were mounted on to 10 mm diameter aluminum discs using silicone oil; for single-grain measurements, a standard Risø single-grain attachment to the Risø reader was used (Bøtter-Jensena et al., 2000). Optical stimulation of single aliquots was with blue (470 nm, 32 mW cm-2) and infrared (830 nm, 400 mW cm-2) diode arrays. Single quartz grains were stimulated using the standard Risø single-grain attachment, using green laser stimulation (532 nm, 50 W cm-2). The ultraviolet (~380 nm) component of the emitted luminescence was measured using a photomultiplier (type 9235QA, series 101482) filtered with two Corning U-340 glass filters.
Approximately 500 single grains of each sample were used to assess the inter-grain brightness distribution and of each sample. Typically >90% of the OSL emanated was from <3% of the grains and aliquots of ~50 grains (~1 mm single-aliquot diameter) were used for dating measurements as described below. The Single-Aliquot Regenerative-dose (SAR) procedure (Wintle and Murray, 2006) was used to estimate the equivalent dose (De). Sample aliquots were preheated for 10 s at 260°C prior to the measurement of natural and regenerative dose points; a standard dose of 5 Gy followed by preheating at 220°C for 10 s (Bailey, 2000) was used to monitor sensitivity changes. All OSL measurements were made at 130°C. Standard quality assurance measurements were made, including the ‘recycling ratio’ (a re-measurement of the first dose point, ideally unity), ‘zero dose ratio’ (to monitor thermally transferred signal, ideally zero), ‘IR depletion ratio’ (to assess feldspar contamination, ideally unity) and ‘dose recovery’ tests on samples representative of each batch of samples (ideally unity) (Wintle and Murray, 2006; Duller, 2003). Relevant data are presented in Table S1. Dose-response curves were fitted to exponential-plus-linear functions. The statistical uncertainties on each Lx/Tx measurement were based on counting statistics and were propagated through to an uncertainty on De(σDe) using a Monte Carlo procedure (each growth curve being sampled 1000 times). A further systematic uncertainty of 3% was added in quadrature to each σDe value to account for calibration errors and machine reproducibility.
Approximately 50 aliquots were measured for each sample and those with either recycling ratios or IR ratios not overlapping with unity at 95% confidence, or within 5% of unity, were rejected. Likewise, aliquots with zero-dose ratios greater than 0.10 were rejected. Estimates of De were calculated from the remaining aliquots for each sample. As some samples were deposited under water (shallow marine setting), the possibility of inadequate pre-burial bleaching was addressed. Following the arguments in (Bailey and Arnold, 2006), the lack of significant skewness in the De data and the lack of significant dependence of De on OSL signal integration time (Bailey et al., 2003), provide evidence that pre-burial bleaching was adequate (i.e. that the samples were fully reset optically prior to deposition and that our dates do not systematically overestimate the true burial age). A significant degree of inter-aliquot scatter was observed (reflected in over-dispersion values; Table S1) and this is most-likely a combination inter-grain differences in luminescence response and spatial heterogeneity in the β-radiation field. Following Bailey and Arnold (2006), the paleodose of each sample was estimated using the Central Age Model (Galbraith et al., 1991).

The environmental dose rate (D’) was calculated based on radionuclide concentrations, measured from homogenized bulk samples, using Inductively Coupled Plasma Mass Spectrometry (ICP-MS). Standard uncertainties of 5% were attached to each ICP-MS result, as a conservative estimate based on reproducibility of results of multiply measured standard reference material. The (shallow marine) depositional environment of the caprock samples means there is a possibility that uranium and thorium disequilibrium affected D’, both during initial burial and subsequent residence (owing to the range of solubilities of both U and Th daughter products). This effect is difficult to measure reliably and precisely in ‘as-found’ samples and the modeling of time-dependent disequilibrium effects on dose rate in an open system requires unjustifiable assumptions (e.g. a single perturbation event in an otherwise closed system). Our pragmatic approach was to increase the statistical uncertainty associated with the measured U and Th concentrations to 20%, to allow for variation over time in their effective contributions to the total dose rate. Similarly, due to difficulties in assessing systematic effects on cosmic dose, we attached a relatively large uncertainty to the cosmic dose rate (~30% on average). Water content during burial was estimated at 5±2%.

                      Table S1.  OSL data, dose rate values and age estimates for samples of Zeuge and aeolian samples.

[image: image4.emf]Sample Z1-1 Z1-2 Z1-3 Z3.1 Z3.2 Z4.1 Z4.2

Material Marine caprock Marine caprock Aeolian dune Marine caprock Aeolian dune Marine caprock Aeolian dune

Elevation (m.a.s.l.) 4.95 4.70 3.50 6.14 4.44 3.90 3.50

D

e

 (Gy) 19.92 ± 4.09 17.36 ± 3.46 52.01 ± 7.59 21.45 ± 4.22 53.77 ± 7.63 30.58 ± 4.96 44.02 ± 6.89

Repeat-ratio 1.01 ± 0.03 0.97 ± 0.03 1.00 ± 0.02 1.00 ± 0.02 1.01 ± 0.02 1.03 ± 0.03 1.03 ± 0.02

Zero-ratio 0.05 ± 0.02 0.04 ± 0.02 0.02 ± 0.01 0.03 ± 0.01 0.02 ± 0.01 0.02 ± 0.01 0.02 ± 0.01

IR-ratio 0.99 ± 0.03 0.96 ± 0.04 1 ± 0.02 0.99 ± 0.03 1.01 ± 0.02 1.01 ± 0.03 1.01 ± 0.03

Overdispersion 0.58 ± 0.1 0.58 ± 0.12 0.53 ± 0.09 0.8 ± 0.11 0.53 ± 0.08 0.48 ± 0.07 0.58 ± 0.1

Skew (critical value) 0.2 (1.1) 0.33 (1.42) 0.74 (1.07) 0.46 (0.91) 0.55 (1.03) 0.67 (0.98) 0.82 (1.16)

Dose recovery 1.01 ± 0.05 0.97 ± 0.12 - 1.09 ± 0.06 - 1.02 ± 0.07 -

U (ppm) 1.34 ± 0.27 1.68 ± 0.34 1.99 ± 0.4 1.57 ± 0.32 1.44 ± 0.29 1.37 ± 0.28 0.93 ± 0.19

Th (ppm) 0.57 ± 0.12 0.88 ± 0.18 1.37 ± 0.28 1.17 ± 0.24 1.56 ± 0.32 0.64 ± 0.13 0.58 ± 0.12

K (%) 0.1 ± 0.01 0.47 ± 0.03 0.54 ± 0.03 0.24 ± 0.02 0.32 ± 0.02 0.25 ± 0.02 0.34 ± 0.02

Cosmic D' 0.2 ± 0.09 0.2 ± 0.09 0.14 ± 0.02 0.2 ± 0.09 0.14 ± 0.02 0.2 ± 0.09 0.14 ± 0.02

Moisture 0.03 ± 0.02 0.03 ± 0.02 0.03 ± 0.02 0.03 ± 0.02 0.03 ± 0.02 0.03 ± 0.02 0.03 ± 0.02

Total D' 0.63 ± 0.1 1.07 ± 0.12 1.19 ± 0.11 0.85 ± 0.11 0.87 ± 0.08 0.78 ± 0.11 0.71 ± 0.06

Age (ka) 19.92 ± 4.09 17.36 ± 3.46 52.01 ± 7.59 21.45 ± 4.22 53.77 ± 7.63 30.58 ± 4.96 44.02 ± 6.89
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