**­Supplementary Online Content**

**Predicting states of elevated negative affect in adolescents from smartphone sensors:**

**A novel personalized machine learning approach**

**Supplemental Introduction**

In contrast to the substantial body of research indicating increased frequency of negative emotions in adolescence, there is surprisingly little research investigating the duration of these emotional states. Existing studies, primarily conducted in adult samples, indicate that negative emotional states commonly last hours (Fan et al., 2019; Thornton & Tamir, 2017; Verduyn et al., 2009, 2011, 2012, 2015; Verduyn & Lavrijsen, 2015), with certain negative emotions (e.g., sadness) lasting longer than others (e.g., fear and disgust), on average (Verduyn & Lavrijsen, 2015). In summary, a growing body of research indicates that as children transition into the adolescent years, they are confronted with an increasing frequency of negative emotional states, which commonly last hours and, over time, may increase their risk of developing an emotional disorder. Accordingly, there is an acute need to develop data-driven approaches to reliably predict and ultimately interrupt states of markedly elevated negative emotions as they occur in the daily lives of teens. In addition to the immediate benefits of alleviating acute states of affective distress, reducing the frequency and duration of episodes of high negative affect may serve to reduce the risk of future onset of emotional disorders.

**Supplemental Methods**

 **Participants.** History or current diagnosis of any of the following DSM-5 psychiatric illnesses were exclusionary for the anhedonic (AH) group: all psychotic disorders, bipolar disorder, anorexia nervosa or bulimia nervosa, obsessive-compulsive disorder, substance (including alcohol) use disorder within the past 12 months or lifetime severe substance use disorder, or chronic depression (current episode > 2 years). Anxiety disorders were allowed. For typically developing (TD) participants, additional exclusion criteria included a history of any DSM-5 psychiatric or substance-related disorder, first-degree relative diagnosed with MDD, bipolar disorder, or a psychotic disorder, and current use of any psychiatric medications.

**Snaith-Hamilton Pleasure Scale.** The Snaith-Hamilton Pleasure Scale (SHAPS)(Snaith et al., 1995) is a 14-item self-report measure assessing anhedonia within several domains (e.g., “I would find pleasure in my hobbies and past-times”). Participants rated the extent to which they agreed with each statement on a 4-point scale ranging from 1 (strongly agree) to 4 (strongly disagree). A dimensional scoring approach was used for analyses (possible range, 14-56), with a higher score indicating a higher level of anhedonia.

**Center for Epidemiologic Studies Depression Scale.** The Center for Epidemiologic Studies Depression Scale (CES-D)(Radloff, 1977) is a 20-item self-report measure assessing depressive symptom severity over the past week on a 4-point scale ranging from 0 (rarely or none of the time to <1 day) to 3 (most or all of the time to 5-7 days). Total scores range from 0 to 60. A higher score indicates greater severity of depressive symptoms, with four items being reverse scored.

**Schedule for Affective Disorders and Schizophrenia for School-Age Children.** The Schedule for Affective Disorders and Schizophrenia for School-Age Children (K-SADS-PL)(Kaufman et al., 1997) is a semi-structured clinical interview that assesses current and past psychiatric disorders in accordance with the DSM-5. Postdoctoral fellows or research assistants of bachelor’s degree level conducted the interviews under supervision and after receiving at least 40 hours of training.

**Ecological Momentary Assessment.** The EMA data collection period began after an in-person assessment visit to our lab. During this assessment session, the Metricwire app was installed on participant’s phones to collect the EMA data. Following this in-person assessment session, EMA surveys were delivered 2-3 times per day (outside of school hours), Thursday through Monday, every other week during the course of the study. Thursday through Monday was selected to sample adolescent affect on both weekdays and the weekend (for similar EMA designs in adolescents, see e.g., Forbes et al., 2009, 2012; Webb, Israel, et al., 2021). Surveys were triggered using a time-stratified random sampling strategy (i.e., teens were signaled once at a random time during two timeslots on weekdays [4pm to 6:30pm and 6:30pm to 9:00pm], and three timeslots on weekends [11am and 4pm, 4pm to 6:30pm and 6:30pm to 9:00pm]. The mean number of observations per subject is 52.1 with a standard deviation of 34.8 (range 7-126).

**Computing Sleep Episodes from Passive Data.** Sleep episodes were calculated by running 150-minute forward and backward moving windows over the phone use data to find epochs of continuous low signal. When the data is missing, the sleep episode was limited to the average low phone use epoch of the participant over the entire study (Staples et al., 2017)

**Supplemental Results and Figures**

For both approaches (GLMER and PEM), we first performed a principal component analysis (PCA) of the 14 smartphone-derived predictors in the merged dataset of all subjects and kept the top five principal components (PCs) that together explain 90% of the variability. We then used the selected PCs as the predictors. For each emotion, we only considered subjects with at least four HNA states so that the training data in each cross-validation step contains sufficient positive and negative observations. In Figure S2, we plot the loadings of each principal component (PC) to illustrate how each of the original 14 smartphone variables contribute to a particular PC.

In Figure S3, we plot the occurrence of high anger, sadness and nervousness states for all participants separately over the full study period along with the predictions from the random forest (RF) personalized ensemble model (PEM-RF). We focus on the relatively simpler PEM-RF given that the PDEM (i.e., ensemble of each algorithm) yielded similar predictive performance. The optimal cut-off value is used to determine the predicted status (HNA state: yes or no). We label high negative affect (HNA) states in red and non-HNA states in green. Incorrect predictions are marked with a cross.

In Figure S4, we illustrate the feature importance of different variables in the random forest idiosyncratic models (IM-RFs). The results suggest that activity level (“accelerometer score”) was the strongest predictor of HNA for all three emotions. However, there was substantial heterogeneity in the directionality of effects (see red vs. blue coloring which reflects a positive vs. negative association, respectively).

In Figure S5, we plot the combination weights $\hat{w}^{k}$ of IM-RFs for each PEM-RF. Notice that if PEM-RF does not borrow information from other subjects, all weights (red) would be assigned to the squares along the diagonal dotted line. The figures confirm that most of the PEM-RFs use information from the models of both the target subject and other subjects (see main text for additional detail).

In the main text, we used regular 10-fold cross-validation (CV) to evaluate the performance of the personalized prediction model even though the data for each subject is a time series. The reason for this choice is that our models assume that the observations are independent. We report the average prediction accuracy across all folds. We also implemented a time-series CV that uses all data before time $t$ to train the personalized prediction models and evaluates their performance using data at time $t$. In Figure S6, we show the Receiver Operating Characteristic curves of PEMs when time-series CV is used instead of regular 10-fold CV. We use every time point from the last quarter of the subject-specific time series as the evaluation set and calculate the average time-point-specific prediction accuracies over this set. For each time point $t$ in the evaluation set, the models are trained using all observations before time $t$ and evaluated using data at time $t$. We then calculate the average time-point-specific prediction accuracies over this set to characterize the performance of a model. As seen in Table S1, most of the relative predictive performances of different models remain the same in the time-series CV (relative to the results presented in the main text), while PDEM tends to have slightly worse performance than PEM-RF for HNA predictions in sadness and nervousness. Compared with the results from standard CV, time-series CV tends to produce smaller AUCs for each model. This is likely because that the average number of observations used for training in each iteration of time-series CV is substantially smaller than that in the standard CV, which takes advantage of the entire dataset.

In Figure S7, we visualize the proportion of predicted HNA states for each emotion when the threshold probabilities (*p\**) vary from 0 to 1. In the regions where PEM-RF/PDEM outperform all other methods in the decision curve analysis presented in the main text ($p^{\*}≈0.2-0.4$), the proportions of HNA states identified are at reasonable levels.

In Figure S8 and Table S2, we illustrate the ROC curves and AUC under the ROC curves from a sensitivity analysis where the definition of HNA stats is based on subject-specific quantiles: an HNA state is reached for a subject when the current emotion score is higher than 75% quantile of all their observed emotion scores. We repeated the analyses in the manuscript for anger, sadness, and nervousness with this new definition of HNA, which yielded similar results.
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**Table S1**

AUCs of different models when predicting HNA states for each of the three emotions using time-series cross-validation.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Anger | Sadness | Nervousness |
| GLMER | 0.60 | 0.55 | 0.52 |
| PEM-ENet | 0.63 | 0.54 | 0.55 |
| PEM-SVM | 0.63 | 0.58 | 0.57 |
| PEM-RF | 0.69 | 0.59 | 0.66 |
| PDEM | 0.70 | 0.57 | 0.62 |

**Table S2**

AUCs of different models when predicting HNA states defined with subject-specific 75% quantiles. Regular subject-level 10-fold cross-validation was used to derive the ROC curves.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Anger | Sadness | Nervousness |
| GLMER | 0.60 | 0.57 | 0.56 |
| PEM-Enet | 0.65 | 0.60 | 0.67 |
| PEM-SVM | 0.59 | 0.57 | 0.65 |
| PEM-RF | 0.74 | 0.64 | 0.71 |
| PDEM | 0.73 | 0.64 | 0.70 |

**Figure Captions**

***Figure S1.*** Workflow of the Personalized Ensemble Model (PEM) training approach via stacking of Idiosyncratic Models (IMs).

***Figure S2.*** Loadings of the top five principal components (PCs) for each emotion.

***Figure S3.*** Per-subject prediction results for the HNA states of anger, sadness, and nervousness. Red indicates actual HNA states and green non-HNA states. Incorrect predictions are marked with crosses.

***Figure S4:***Feature importance of each variable derived from random forest idiosyncratic models (IM-RFs) for each emotion.

***Figure S5.*** Combination weights assigned to each idiosyncratic random forest model (IM-RF) in each participant’s personalized ensemble random forest model (PEM-RF). Each row represents a PEM-RF and each column an IM-RF. The weights are bounded between 0 and 1.

***Figure S6:***Receiver operating characteristic (ROC) curve of different models when time-series cross-validation (CV) is used.

***Figure S7***. Proportion of predicted HNA states across subjects when the threshold (*p*\*) changes.

***Figure S8***. ROC curve of different models when HNA is defined using subject-specific 75% quantiles.
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