Supplement Method: Nested leave-site-out cross-validation
On the outer LOSOCV cycle (CV2), the entire population was split into the seven sites. Each of these samples was iteratively held back as validation data, while the six remaining samples entered the inner CV loop. Hence, this outer CV loop provided a robust and unbiased estimate of the classification generalizability because all validation samples were strictly separated from the entire training process taking place at the inner loop (CV1). A 10-fold CV with 10 repetitions was used at this inner loop, to generate classifier ensembles and the outer loop was repeated 5 times to further increase robustness of the generalizability assessments.
Specifically, in each of these training partitions, the CTQ-items were scaled feature-wise to a range of [0, 1]. Because of missing values (3.8% missing), we used a nearest neighbor-based imputation approach employing the Hamming distance1 suitable for ordinal data. Then, the scaled and imputed data matrix was z-normalized to the training sample’s means and standard deviations before it entered sequential backward elimination (SBE) algorithm that employed L2-regularized logistic regression (L2-LR)2 as provided by the LIBLINEAR library2 in NeuroMiner. The SBE algorithm iteratively removed CTQ items from the item pool that decreased average model performance in the CV1 training and CV1 test data. An early stopping criterion at 50% of the variables remaining in the pool was introduced to avoid an overfitting of the algorithm. To further increase feature extraction stability, a probabilistic feature extraction step identified those CTQ items that were selected by at least 90% of the CV1 models in the given CV2 training partition. CTQ items not meeting this criterion were pruned from the feature pool and models were retrained with the remaining features using the entire CV1 data partition. 
To predict the group membership of unknown individuals in the CV2 validation partitions, the scaling, imputation and z-normalization models developed in the training sample were first applied to these cases, followed by the computation of class membership probabilities by means of the trained L2-LR models. The class membership predictions produced by these CV1 models for the unseen validation cases in each held-back site were bagged into an classification ensemble by means of averaging and majority voting3. Thus, an average CTQ-based class probability / decision score (DS) was calculated for each individual, predicting its out-of-training (OOT) group membership.
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