SUPPLEMENTARY MATERIAL 
Expectancy-Valence Model 

The Iowa Gambling Task (1) was developed to test the interplay between cognitive and incentive processes during decision-making. Because of the complexity of the task overall performance on the IGT is not particularly informative with respect to the processes underlying behavioural observations. Busmeyer and Stout (2) tested 10 competing decision-making models in order to identify the model which best described the cognitive, incentive and response selection processes relevant to the IGT.  The Expectancy-Valence model was chosen because of its better fit and empirical validity over others.  In this model the notion of valence reflects the integration of the decision-maker’s experience of gains and losses over time. Expectancy represents the anticipated outcome of each choice; the decision-maker forms expectancies using learning mechanisms based on their experience with previous outcomes. These expectancies then serve as inputs into response selection processes. 
This model yields three parameters that seem to map on the basic component processes of incentive decision-making: 
(i) Valence or attention to gains or losses (motivational parameter) 

The valence experienced after choosing deck j on trial t, denoted v(t), is represented as a weighted average of the gains and losses,  calculated as

v(t) = W win(t) – (1-W) loss(t)

where win(t) is the amount of money won on trial t; loss(t) is the amount of money lost on trial t; and W is a parameter that indicates the weight given to gains versus losses and ranges from  ranges from 0 to 1. Small values denote attention to losses while high values denote increased attention to gains  which may increase the preference for the high-gain, disadvantageous decks.
(ii) Expectancy learning (learning parameter)
This parameter is a measure of the ability to use associative learning over several trials to anticipate the outcome of choosing a card from a particular deck. When deck j is chosen for any trial t, the expectancy for that deck, Ej, is adjusted as a function of its previous value (which reﬂects past experience), as well as the newly experienced outcome on the current trial:
Ej (t) = Ej (t-1) + ɸ [v(t)- Ej (t-1)
The updated expectancy equals the previous one plus an adjustment resulting from the prediction error [v(t) - Ej(t)]. The learning rate parameter , ɸ, controls the degree of adjustment. This parameter ranges from 0 to 1. Smaller values reflect less discounting of previous outcomes while larger values suggest strong recency effects and rapid discounting of previous outcomes.  
(iii)  Consistency
The choices made during the task are influenced by expectancies but also by how consistently these are applied at the point of response selection. At any trial t, the probability of choosing deck j is determined by the strength of this deck relative to the sum of all others. For each trial t the sensitivity of the choice to the expectancies is denoted by θ(t). When the sensitivity parameter is 0 the choices are completely random, i.e. they are not influenced by expectancies. It is assumed that in healthy individuals sensitivity will become increasingly influenced by expectancies as a result of experience. This assumption is formalised as:
θ(t) = (t/10)c
where c is the response-sensitivity parameter. Positive values denote increasing sensitivity (i.e. less random choice) with choices converging on the deck with the highest expectancies. Negative values denote choices that are more random and less influenced by expectancies.
The analysis of the IGT results using the expectancy-valence model allows for the investigation of the different processes underlying decision making that can be attributed to attention to gains or losses, recency effects and response consistency. 
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