The development of robust morphometric indices from accurate and precise measurements of free-swimming whale sharks using laser photogrammetry

Supplementary Material
MATERIALS AND Methods [LEVEL A HEADING]
Refraction correction and laser calibration [LEVEL B HEADING]
The lasers were tested for refraction by fixing each laser (N = 6) in an empty water bath 1 m from a target; the laser point was then marked on the target (point A) and a vertical line drawn through the central point. The water bath was filled and the point of the laser was re-marked on the target (point B). The distance between point A and point B was then used to quantify level of refraction in cm (X cm) (Supplementary Figure 1). The laser body was then rotated through angle A to point C on the vertical line. The level of refraction was subsequently re-tested to confirm the orientation of the refracted laser was exactly vertical from point A: and the position marked along the laser body. Lasers were subsequently paired with matching levels of refraction as indicated by their vertical ‘X’ distance. This process was essential to ensure lasers calibrated out of the water were accurate when submerged.

A paired set of laser pointers were then placed inside the aluminium tubes so that only the on/off switch protruded at the rear, with the vertical refraction marker visible and rotated to the top of the tube. The heads of each laser were set back from the front of the tube for added protection (Figure 1). The five external rubber O-rings around the head of the laser secured the pointer firmly at the front of each tube, while still allowing for sufficient play at the rear of the lasers for adjustment when calibrating ensuring a parallel set-up. This was achieved by using four set screws at the back of each aluminium tube so that the distance at the lens measured exactly 50 cm where the beam emits from the laser head and also when projected onto a perpendicular surface above the water at 3 m, 5 m and 10 m away. 

The calibration of the paired laser beams to eliminate the effects of refraction was then verified by placing a 50 cm scale underwater and the laser points projected on to the scale from 3 m, 5 m and 10 m away. If there was any difference, the lasers and set up were re-calibrated.
Calculation of measurements [LEVEL B HEADING]

Each image was rotated in Photoshop to position the whale shark on a horizontal plane, the contrast of the photograph was increased to improve visibility and the ‘Splice tool’ used to set Section Measurement parameters, i.e. the portion of the shark being measured in that image (Figure 2). 
The Section Measurement parameter for the first (head) image was set as the apical point of the nose of the shark to an obvious mark or spot on the shark towards the posterior edge of the image, which was also visible in the second (middle) image, termed Point A (Figure 2a). In the second image the Section Measurement was set from Point A to another obvious mark or spot on the shark towards the posterior edge of that image, which was also visible in the third (tail) image, termed Point B (Figure 2b). In the third (tail) image, the Section Measurement was set from Point B to the rearmost extent of the tip of the caudal fin for total length (TL) measurements, or to the pre-caudal notch of the caudal fin for pre-caudal length (PCL) measurements (Figure 2c).
The number of pixels between the 50 cm scale and the Section Measurement parameters were then measured in each image, and the following formula used to convert pixel lengths to centimetre values:
SMcm = (SMp / Sp) x 50

where SMcm is the Section Measurement parameters (Head, Body or Tail) in centimetres, SMp is the Section Measurement in pixels and Sp is the Scale measurement of 50 cm in pixels.
The TL of a whale shark was consequently the sum of the three SMcm measurements for the head, body and tail images.
Where an image was taken without the two laser dots showing on the side of the whale shark, a Section Measurement could still be calculated by incorporating the measured distance between two of the whale shark’s naturally occurring spots in an adjacent scaled image as a known scale where the two spots occur in the non-lasered image. 
Tests for sources of parallax error [LEVEL B HEADING]

Tests were conducted with the laser apparatus fixed in position using a tripod positioned at specific distances from an object of a known length. Five images were then taken of each experimental set, then the mean lengths at each distance were analysed

The test for horizontal axis error, where the horizontal axis was not perpendicular to the camera, was conducted by projecting the 50 cm scale onto a flat object of a known size and pivoting the object around the centre of the scale measurement. Measurements were taken with the laser system 2, 4 and 6 m from the centre of the target; the horizontal axis of the target was moved through angles of 10, 20, 30 and 40 degrees from the perpendicular at each distance and images were taken for analysis at each stage (Supplementary Figure 2).
To test for changes to the 50 cm scale measurement when photographing a three-dimensional object with a horizontal axis perpendicular to the laser system, but where the two laser points were not in the same vertical plane, one laser was fixed a set distance from a flat vertical object and the horizontal axis of the object pivoted around this point through angles of 5, 10, 20 and 30 degrees. The second laser was consequently focused on the area of the object that was moving towards the laser system, thus increasing the difference between the vertical planes of the object surface. This was repeated at distances of 2, 4 and 6 m with images captured at each step, which were then analysed to assess the change to the 50 cm scale measurement (Supplementary Figure 3).

During shark encounters the subject is rarely in a ‘set’ position, with the tail in particular moving off-centre. To test for the possible effects tail movement may have on TL, measurements were made of a flexible flat-sided plastic rod fixed at two points at one end to leave a free ‘tail’ length at the other. With both laser points within the ‘fixed portion’ of the rod so that the 50 cm scale remained set throughout the experiment, the ‘tail’ was bent forward and backwards over known distances from the original, at which laser-referenced images were taken to estimate variance in the measurements recorded (Supplementary Figure 4).

Results [LEVEL A HEADING]
Tests for sources of parallax error [LEVEL B HEADING]

When the object surface was moved through 10, 20, 30 and 40 degree angles at a distance of 2 m from the camera (to test for horizontal axis error) the measured length of the object decreased by 1.03, 5.094, 15.64 and 34.13% respectively. A change mirrored almost exactly at 4 m and 6 m (Supplementary Figure 5.).

The scale measurement of 50 cm remained relatively constant throughout the experiment with the greatest percentage change to scale width being –1.94% at 40 degrees from 2 m (Figure 6).

When the object surface was moved through 5, 10, 20 and 30 degree angles at a distance of 2 m from the camera (to test for three-dimensional surface error) the number of pixels between the two laser points increased by 0.96, 1.96, 4.15 and 7.05% respectively. However, unlike horizontal axis error, the rate of the percentage change to scale width did not remain constant and diminished with distance. At 4 m the percentage change to scale width was 0.48, 0.10, 2.04 and 3.46%; and at 6 m percentage change was 0.35, 0.67, 1.4 and 2.20% (Supplementary Figure 6).

When testing for the effects of tail bend, the flexible plastic rod was laser measured when straight at a total length of 197.09 cm with a free ‘tail’ length of 123.18 cm. At a constant distance from the camera to the fixed ‘tail’ of 3 m, the total ‘tail’ measurement showed a straight linear regression decrease in TL (r2 value = 0.9988, b = –0.6982) when the free ‘tail’ was moved away from the camera (Supplementary Figure 7). When the free ‘tail’ was bent towards the camera TL increased to a maximum of 207.26 cm at a bend of 40.00 cm from the origin (representing an 8.26% increase in length over the 123.18 cm free ‘tail’), falling back to an increase of 202.95 cm at a bend of 75 cm from the origin (Supplementary  Figure 7).
Discussion [LEVEL A HEADING]
The results from the horizontal axis error experiment showed that the effects of parallax error remain relatively constant at any given distance, without the need of an analytical regression analysis.

The principle behind the effects are shown in Supplementary Figure 8, where assuming camera alignment is exactly parallel to the lasers and the lens is positioned precisely on the camera mid-line (vertical axis), no deviation should occur to the scale measurement for a given distance while the object is still within the laser boundaries, due to the linear scale of pixels to distance decreasing at a constant rate (Muljowidodo et al., 2009).
Using the camera mid-line as a third measurement point, at angle xo the parallel distances from the camera lens (r+, r) = (l, l-), and consequently the total number of pixels between the scale points (l-, r+) on the angled object equals the number of pixels between the scale points (l, r) on the perpendicular object ((vr+, r+) + ( vl-, l-) = (v, l) + (v, r)). The constant ratio of diminishing pixels to distance results in the balancing of the equation across the mid-line point (v) so that converting the number of scale and object pixels to length measurements is unaffected by distance (Supplementary Figure 8).
The same principle from the test for horizontal axis error (Supplementary Figure 8) was apparent in the results obtained from the test for three-dimensional surface error. When the central axis of an object is assumed to remain at the perpendicular (l1, r1) and (l2, r2) (Supplementary Figure 9) but the change in the vertical plane of the surface of the object creates an angle (xo), scale length increases at a polynomial rate with increasing angle. However, unlike parallax error, because there is no balance of pixel regression across the mid-line, a three-dimensional surface is affected by distance and the rate of polynomial increase in scale length decreases with distance from the camera lens.
The increase of the ‘tail’ measurement from its true TL is another affect of parallax error when obtaining measurements of a three-dimensional object from a two-dimensional image. The principle behind this effect is shown in Supplementary Figure 10, where the free ‘tail’ in a straight position (r, t) represents the true length of the object (s, t). When the free tail is bent towards the camera, it follows an arc trajectory (t, b), which does not follow the linear pixel regression of the field of view from the camera (o, t). Therefore, when the free ‘tail’ is bent to the t2 position the number of pixels from the camera mid-line (v1, t2) increases from that of the equivalent straight measurement at this distance (v1, t1) by t1 to t2.
[SupplementaRY Material Figures]
Supp. Fig. 1. Laser refraction test; positions of the laser point on the fixed target during the laser refraction test are represented by: (A) the position of the laser point pre-submersion, (B) the refracted position of the laser point post-submersion, and (C) the submerged position of the laser point after it was rotated towards the vertical by Angle A. X cm represents the level of refraction at 1 m.
Supp. Fig. 2. Schematic of the horizontal axis error test, showing the perpendicular object at 0 degrees, and its position relative to the laser apparatus when the object is pivoted around the mid-point through 10 to 40 degrees at both 2 m and 4 m.

Supp. Fig. 3. Schematic of the three-dimensional error test, showing the position of the laser points projected on to a perpendicular object at 0 degrees, and their position relative to the laser apparatus when the object surface is pivoted around a laser point through 5 to 30 degrees at both 2 m and 4 m.

Supp. Fig. 4. Schematic of the tail bend test, showing the position of the fixed ‘tail’ relative to the two lasers, and the movement of the free ‘tail’ from the perpendicular both towards and away from the camera.
Supp. Fig. 5. Smoothed line scatter graph with regression lines representing the effect of horizontal axis error on object (polynomial regression) and scale length (linear regression) measurements at 2, 4 and 6 m when the object is moved from the perpendicular.

Supp. Fig. 6. Smoothed line scatter graph with polynomial regression lines representing the diminishing effect of 3-dimensional surface error on scale length measurements at 2, 4 and 6 m when the surface angle alone is moved from the perpendicular.

Supp. Fig. 7. Smoothed line scatter graph representing the effect of tail movement on length measurements when moved from the central axis.
Supp. Fig. 8. Horizontal axis error; number of perpendicular scale pixels = (l, r), perpendicular object pixels = (wl, wr), field of view pixels = (fl+, wr+) = (fl, fr), angled (xo) scale pixels = (vr+, r+) + (vl-, l-), angled object pixels = (wl-, vwl-) + (vwr+, wr+).
Supp. Fig. 9. Three-dimensional surface error; number of perpendicular scale pixels at distance l1 = (l1, r1), angled (xo) scale pixels = (l1, v1) + (vl’, r1’); number of perpendicular scale pixels at distance l2 = (l2, r2), angled (xo) scale pixels = (l2, v2) + (v2’, r2’); field of view pixels to mid-line = (v1’, r1’) = (v1, f1) = (v2’, f2’) = (v2, f2).

Supp. Fig. 10. Tail bend; true total length of ‘tail’ = (s, t); scale pixels = (l, r); fixed ‘tail’ = (s, r); straight free ‘tail’ = (r, t), bent free ‘tail’ = (r, t2); tail bend trajectory = (t, b); camera origin = o; camera mid-line = (o, v).
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