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1. Recall on important notation

For y > 0, we denote T (y) = U(ey) and, for t < x∗, we define the functions

pt(y) =


T (y+T−1(t))−t

s(t) − eγy−1
γ , γ > 0

T (y+T−1(t))−t
s(t) − y, γ = 0

T (y+T−1(t))−x∗−γ−1s(t)
s(t) − eγy−1

γ , γ < 0

,

with s(t) = (1− F (t))/f(t), and

qt(y) =


1
γ ln [1 + γe−γypt(y)] , γ ̸= 0

pt(y), γ = 0

.
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Finally, for x ∈ R, γ ∈ R, ρ ≤ 0, we set

Iγ,ρ(x) =


∫ x

0
eγs

∫ s

0
eρzdzds, γ ≥ 0

−
∫∞
x

eγs
∫ s

0
eρzdzds, γ < 0

.

2. Proof of Lemma 4.1

By Lemma 5 in [3], for all ε > 0 there exists x0 such that, for all t ∈ (x0, x
∗) and

y > 0,

e−γx|pt(y)| ≤ (1 + ε)|A(eT
−1(t))|Iγ,ρ(y)e−(γ−ε)y.

Moreover, for a positive constant ϑ1

Iγ,ρ(y)e
−(γ−ε)y ≤ ϑ1e

2εy.

Combining these two inequalities, we deduce that

e−γy|pt(y)| ≤ (1 + ε)|A(eT
−1(t))|ϑ1e

2εy. (1)

As a consequence, for any α > 0 there exists a constant ϑ2 such that

sup
y∈(0,−α ln |A(eT−1(t))|)

e−γy|pt(y)| ≤ ϑ2|A(eT
−1(t))|1−2εα. (2)

Therefore, choosing ε sufficiently small, e−γy|pt(y)| converges to zero uniformly over

the interval (0,−α ln |A(eT
−1(t))|) as t → x∗.

It now follows that, if y ∈ (0,−α ln |A(eT
−1(t))|) and t > x1 for a sufficiently large

value x1 < x∗, when γ ̸= 0 a first-order Taylor expansion of the logarithm at 1 yields

|qt(y)| =
∣∣∣∣ 1γ γe−γypt(y)

1 + ϑ(t, y)γe−γypt(y)

∣∣∣∣
≤ ϑ4|A(eT

−1(t))|e2εy,

where ϑ(t, y) ∈ (0, 1) and ϑ4 is a positive constant, while when γ = 0 it holds that

|qt(y)| = eγye−γy|pt(y)|

≤ ϑ5|A(eT
−1(t))|e2εy,

where ϑ5 is a positive constant. The result in the statement is a direct consequence of

the last two inequalities.
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3. Proof of Lemma 4.2

If γ ̸= 0

1 + q′t(y) =

exp

{∫ ey+T−1(t)

eT−1(t)

A(u)
u du

}
1 + γe−γypt(y)

,

while if γ = 0

1 + q′t(y) = exp


∫ ey+T−1(t)

eT−1(t)

A(u)

u
du

.

Therefore, if y ∈ (0,−α ln |A(eT
−1(t))|) and t > x2 for a sufficiently large value x2 < x∗,

using the bounds in formulas (1)–(2) and choosing a suitably small ε we deduce

1 + q′t(y) ≤
exp

{∫ ey+T−1(t)

eT−1(t)

A(u)
u du

}
1− 1(γ ̸= 0)|γ|e−γy|pt(y)|

≤ exp
{
y|A(eT

−1(t))|
} 1

1− ω1|A(eT−1(t))|e2εy

≤ exp
{
ω2|A(eT

−1(t))|e2εy
}
,

for positive constants ωi, i = 1, 2. Similarly,

1 + q′t(y) ≥
exp

{∫ ey+T−1(t)

eT−1(t)

A(u)
u du

}
1 + 1(γ ̸= 0)|γ|e−γy|pt(y)|

≥ exp
{
−y|A(eT

−1(t))|
} 1

1 + ω3|A(eT−1(t))|e2εy

≥ exp
{
−ω4|A(eT

−1(t))|e2εy
}
,

for positive constants ωi, i = 3, 4. The result now follows.

4. Proof of Lemma 4.3

Let v0 > 0 satisfy U(v0) ̸= 0 and U ′(v0) ̸= 0. Then, for v > v0 it holds that

η(U(v)) =
1 + γU(v)

vU ′(v)
− 1

=
1 + γU(v0)

vU ′(v)
+ γ

∫ v

v0

U ′(r)

vU ′(v)
dr − 1.
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Moreover, by definition of A, we have the identity

γ

∫ v

v0

U ′(r)

vU ′(v)
dr − 1 = γ

∫ 1

v0/v

U ′(zv)

U ′(v)
dz − 1

=

∫ 1

v0/v

γzγ−1

[
exp

{
−
∫ 1

z

A(vu)

u
du

}
− 1

]
dz −

(v0
v

)γ

.

Therefore, denoting by R2(v) the first term on the right-hand side and setting

R1(v) =
1 + γU(v0)

vU ′(v)
−
(v0
v

)γ

,

we have η(U(v)) = R1(v) + R2(v). On one hand, the function R1(v) is regularly

varying of order −γ. On the other hand, for any β ∈ (0, 1), the function R2(v) can be

decomposed as follows

R2(v) =

∫ v−(1−β)

v0/v

+

∫ 1

v−(1−β)

γzγ−1

[
exp

{
−
∫ 1

z

A(vu)

u
du

}
− 1

]
dz

=: R2,1(v) +R2,2(v).

Assuming that A is ultimately positive and selecting v0 suitably large, we have

|R2,1(v)| ≤
∫ v−(1−β)

v0/v

γzγ−1

[
1− exp

{
−A(vz)

z

}]
dz

= O(v−γ(1−β))

and

|R2,2(v)| ≤
∫ 1

v−(1−β)

γzγ−1
[
1− zA(vβ)

]
dz

= O(v−γ(1−β) ∨A(vβ)).

Consequently, there exists a regularly varying function R of index ϱ = γ(β − 1) ∨ ρβ

complying with the property in the statement as v → ∞.

Similarly, if A is ultimately negative, choosing β such that β < 2γ and v0 suitably

large, we have

|R2,1(v)| ≤
∫ v−(1−β)

v0/v

γzγ−1
[
uA(v0) − 1

]
dz

= O(v−(γ−β/2)(1−β))

and

|R2,2(v)| ≤
∫ 1

v−(1−β)

γzγ−1
[
zA(vβ) − 1

]
dz

= O(v−(γ−β/2)(1−β) ∨ |A(vβ)|)
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as v → ∞. Hence, there exists a regularly varying function R of index ϱ = (β− 1)(γ−

β/2) ∨ ρβ complying with the property in the statement. The proof is now complete.

5. Proof of Lemma 4.4

Let R∗(t) := R(1/(1−F (t))), where R is as in Lemma 4.3. Then R∗(t) is regularly

varying of index ϱ/γ (see, e.g., [4], Proposition 0.8(iv)). In turn, by Karamata’s

theorem (e.g., [4], Proposition 0.6(a)) we have that for a large t∗∫ ∞

t∗

|η(t)|
1 + γt

dt < ∞

and thus, by Proposition 2.1.4 in [2], we conclude that

τ := lim
t→∞

1− F (t)

1−Hγ(t)
∈ (0,∞). (3)

As a consequence, for any δ ∈ (0,−ϱ), as t → ∞

R∗(t) ∼ R
(

1

τ(1−Hγ(t))

)
= O({1−Hγ(t)}δ).

The conclusion now follows by Proposition 2.1.5 in [2].

6. Proof of Lemma 4.5

By definition,

η̃ (y) =
f(x∗ − 1/y)

[1− F (x∗ − 1/y)]y2
− γ

[
f(x∗ − 1/y)

y(1− F (x∗ − 1/y))
+

1

γ

]
=: η̃1 (y) + η̃2 (y) .

On one hand, we have that as y → ∞

η̃1 (y) = O(1/y).

On the other hand, for v > 1 we have the identity

η̃2

(
1

x∗ − U(v)

)
=

∫ ∞

1

γzγ−1

[
1− exp

{∫ z

1

A(uv)

u
du

}]
dz.

Hence, if A is ultimately positive,

η̃2

(
1

x∗ − U(v)

)
≤ −γ

∫ ∞

1

zγ−1(zA(v) − 1)dz

= O(A(v))
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while, if A is ultimately negative,∣∣∣∣η̃2 ( 1

x∗ − U(v)

)∣∣∣∣ ≤ γA(v)

∫ ∞

1

zγ−1 ln zdz

= O(|A(v)|).

As a result of the two above inequalities, as v → ∞

η̃2(t) = O

(∣∣∣∣A(
1

1− F (x∗ − 1/y)

)∣∣∣∣) ,

Therefore, by regular variation of 1/(1 − F (x∗ − 1/y)) with index −1/γ, η̃2(y) is

eventually dominated by a regularly varing function of index −ρ/γ. The final result

now follows.

7. Proof of Lemma 4.6

The function f̃(y) := f(x∗ − 1/y)y−2 is the density of the distribution function

F̃ (y) := F (x∗ − 1/y), which is in the domain of attraction of Gγ̃ , with γ̃ = −γ.

Moreover,

η̃(y) =
(1 + γ̃y)f̃(y)

1− F̃ (y)
− 1.

By Lemma 4.5 and regular variation of 1−Hγ̃ with index −1/γ̃, we have

η̃(y) = O({1−Hγ̃(y)}δ̃)

for any δ̃ > 0 such that −δ̃/γ̃ > ϱ̃. Therefore, by Proposition 2.1.5 in [2], as y → ∞ it

holds that

f̃(y) = hγ̃(y)[1 +O({1−Hγ̃(y)}δ̃)],

which is the result.

8. Proof of Lemma 4.7

We analyse the cases where γ > 0 and γ < 0 separately.

Case 1: γ > 0. In this case, l̃t = lt. By Lemma 4.4, there are positive constants κ,

δ and ϵ such that, for all large t and all x > 0

lt(x)

hγ(x)
≤ hγ(s(t)x+ t)

hγ(x)

s(t)

1− F (t)

[
1 + κ {1−Hγ(s(t)x+ t)}δ

]
≤

[
1 + γx

(1 + γt)/s(t) + γx

]1+1/γ
1 + ϵ

(s(t))1/γ(1− F (t))
.
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Moreover, by Lemma 4.3 it holds that as t → ∞

1 + γt

s(t)
= 1 + η(t) = 1 + o(1)

and, in turn, (s(t))1/γ ∼ (1 + γt)1/γ . These two facts, combined with the tail equiva-

lence relation in formula (3), imply that for all sufficiently large t and all x > 0

lt(x)

hγ(x)
≤

[
1 + γx

1− ϵ+ γx

]1+1/γ
1 + ϵ

(1− ϵ)τ

≤
[

1

1− ϵ

]1+1/γ
1 + ϵ

(1− ϵ)τ
.

The result now follows.

Case 2: γ < 0. In this case, for any x ∈ (0,−1/γ)

l̃t(x) = f

(
x∗ − 1

y

)
1

y2
y2s̃(t)

1− F (t)

where

y ≡ y(x, t) :=
1

s(t)

[
− 1

γ
− x

]−1

Note that y is bounded from below by −γ/s(t), which converges to ∞ as t → x∗. Thus,

by Lemma 4.6 there are positive constants δ̃, ϵ and κ̃ such that

l̃t(x) ≤ (1− γy)1/γ−1[1 + κ̃{1−H−γ(y)}δ̃]
y2s̃(t)

1− F (t)

≤ hγ(x)

[
s(t)

(
− 1

γ
− x

)
− γ

] 1
γ −1

(1 + ϵ)(−γ−1s(t))−1/γ

1− F (t)
.

By hypothesis, it holds that x < −1/γ, thus[
s(t)

(
− 1

γ
− x

)
− γ

] 1
γ −1

≤ (−γ)
1
γ −1.

Finally, for all large t,

−γ−1s(t)

x∗ − t
≤ (1 + ϵ)

Combining all the above inequalities we can now conclude that, for all large t and for

any x ∈ (0, (x∗ − t)/s̃(t)),

l̃t(x)

hγ(x)
≤ (1 + ϵ)1−1/γ(−γ)

1
γ
(x∗ − t)−

1
γ

1− F (t)
.
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Now, setting t = U(v), we have that v → ∞ if and only if t → x∗ and, by Theorem

2.3.6 in [1], there is a constant ϖ > 0 such that for all large t

(x∗ − t)−
1
γ

1− F (t)
≤ v[(1 + ϵ)ϖvγ ]−

1
γ = [(1 + ϵ)ϖ]−

1
γ

The result now follows.
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