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1. Sample determination
Individuals meeting criteria for CHR or ROD were recruited using internationally established diagnostic criteria (1). For these individuals, baseline sMRI and environmental information, as well as baseline and follow-up social and role functioning scores between the 6-month and 12-month points of the study (clinical data), were available. Notably, the total discovery sample comprised 92 CHR and 95 ROD. Compared with the CHR and ROD cohorts employed in the previous study from Koutsouleris et al. (1), our CHR sample is 24 individuals smaller, and the ROD sample is 25 individuals smaller, as they skipped the environmental assessment at baseline. Individuals from both discovery and replication samples were recruited across 7 sites in 5 countries: the Departments of Psychiatry of the Ludwig-Maximilian-University in Munich, Bavaria, Germany; University of Cologne in Cologne, North Rhineland–Westphalia, Germany; University of Turku, Turku, Finland; University of Basel, Basel, Switzerland; University of Udine, Udine, Italy; the Institute of Mental Health at University of Birmingham, Birmingham, England; and 4 recruitment hospitals associated with the University of Milan, Milan, Italy (Niguarda, Policlinico, San Paolo, and Villa San Benedetto Menni in Albese con Cassano). For the replication sample, individuals were collected also at the University of Bari Aldo Moro, Italy; at the University of Münster, Germany; and at the Heinrich-Heine-University of Düsseldorf, Germany. Participants were recruited between February 2014 and December 2018, and were followed up using a longitudinal study protocol reported elsewhere (1). All adult participants provided their written informed consent prior to study inclusion. Minor participants (younger than 18 years) provided written informed assent and their guardians, written informed consent. 
Two-sample t-tests, z-tests and chi-square tests were used to investigate potential across-sites demographic and clinical baseline differences in CHR and ROD. P values were group-wise FDR corrected (α=0.05). Results for discovery cohorts are reported in Table 1, while for the replication cohort they are reported in Supplementary Information, Table S1. Furthermore, we investigated the prevalence comparisons of DSM-IV-TR diagnoses in CHR and ROD with lower vs higher role functioning at baseline (T0) and at the T1 (9 months after baseline) follow- up examinations through X2. P values were group- and timepoint-wise FDR corrected (α=0.05). Results are reported in Table 3 (discovery samples) and Table S2 (replication samples).
2. Environmental summary scores computation
To extract the 6 environmental summary scores, we used total scores from (i) Childhood Trauma Questionnaire (CTQ(2)), Bullying Scale for Adults (BS(3, 4)), and time windows scores (childhood, early adolescence, late adolescence and adulthood), from the Premorbid Adjustment Scale (PAS(5)). In order to get a reliable measure of individual environmental risk history, we took in account only events that occurred to individuals before the baseline examination. For each of these scores, we derived deviation from norm scores by standardizing raw scores to mean and standard deviation (SD) values of the healthy cohorts used to psychometrically validate, respectively, CTQ, PAS, and BS (2, 4, 5). All validation mean and SD distributions for CTQ, PAS and BS, as well as detailed references, are reported in Table S3.

3. MRI preprocessing pipeline 
At each PRONIA site, all images were visually inspected, automatically defaced, and anonymized using an in-house Freesurfer-based script prior to data centralization. Then, the open-source CAT12 toolbox (version r1155; http://dbm.neuro.uni-jena.de/cat12/) was used to segment images into gray matter (GM), white matter (WM), and cerebrospinal fluid maps, and then to high-dimensionally register them to the stereotactic space of the Montreal Neurological Institute (MNI-152 space). The manual of the CAT12 toolbox (http://www.neuro.uni-jena.de/cat12/CAT12-Manual.pdf) details the processing steps ap- plied to the structural images, consisting of:
· A first denoising step, based on Spatially Adaptive Non-Local Means (SANLM) filtering (6); 
· an Adaptive Maximum A Posteriori (AMAP) segmentation technique, which models local variations of intensity distributions as slowly varying spatial functions and thus achieves a homogeneous segmentation across cortical and subcortical structures (7);
· the 2nd denoising step, using Markov Random Field approach which incorporates spatial prior information of adjacent voxels into the segmentation estimation generated by AMAP(7); 
· a Local Adaptive Segmentation (LAS) step, which adjusts the images for WM inhomogeneities and varying GM intensities caused by differing iron content in e.g. cortical and subcortical structures. The LAS step is carried out before the final AMAP segmentation; 
· a partial volume segmentation algorithm that is capable of modeling tissues with intensities between GM and WM, as well as GM and cerebrospinal fluid (CSF) and is applied to the AMAP-generated tissue segments; 
· a high-dimensional DARTEL registration of the image to a MNI-template generated from the MRI data of 555 healthy controls in the IXI database (http://www.braindevelopment.org). The registered GM images were multi- plied with the Jacobian determinants obtained during registration to produce GM volume (GMV) maps. Images were smoothed with 10 mm before entering the subsequent analysis steps. 
· Finally, we employed generalization theory (8) to compute a between-site voxel reliability map (G coefficient map) by analyzing the GMV maps of the 6 travelling healthy control participants sent to each PRONIA scanner during the calibration study. This G coefficient map was used for reliability-based voxel masking in all our MRI-based machine learning analyses, and has already been employed in previous PRONIA studies (1). 
4. MRI sanity checks

We performed sanity checks through the Statistical Parametric Mapping (SPM12, https://www.fil.ion.ucl.ac.uk/spm/software/spm12/) toolbox in order to rule out any role functioning or site effects, as well as their interaction, on GMV maps. Indeed, in replication samples, three recruitment sites which were not represented in the discovery sample were included. We thus conducted SPM full factorial analyses on CHR and ROD separately, and transdiagnostically (i.e., CHR+ROD). In each analysis, two between-subjects factors were inserted:
· Lower vs. higher role functioning;
· Old vs. new replication sites. The seven sites in which both discovery and replication individuals were recruited (namely, Munich, Milan, Basel, Udine, Cologne, Birmingham, Turku) were labelled as “old” sites, while the three sites which entered the PRONIA consortium later, thus contributing only to replication recruitments (namely, Bari, Münster, Düsseldorf) were labelled as “new” sites.
Total Intracranial Volume values (in mm3) were regressed out from each analysis. Results of this sanity check highlighted the absence of any main effect of role functioning, of site, as well as of their interaction, on GMV maps from only CHR individuals, only ROD individuals, and transdiagnostically (all results were p>0.05 Family Wise Error corrected, k=10). 
5. Machine learning pipeline
To allow for unbiased estimation of the model’s generalizability and prevent information leaking between subjects used for training the models and subjects used for validating decisions (9), we built a double cycle, nested cross-validation (CV) framework (1, 10) in which we mixed repeated k-fold CV (5 repetitions, 10 folds) at the inner CV level, and leave-site-out (LSO, 7 sites) at the outer CV level. That is, at the outer CV level, we iteratively held back every study site as validation sample, while the rest of the data entered the inner CV cycle, where cases were again iteratively assigned to training data and test site samples used to identify optimally predictive hyperparameter combinations. This was done in order to obtain a geographic validation of our predictions. As reported elsewhere (11, 12), nested CV induces a strict separation between training and test data. Specifically, parameter optimization is performed within the inner (CV1) cycle, and generalization error estimation is performed only from the outer (CV2) cycle. CV2 samples never visited the classification algorithms during the entire training process (9). In other words, all model training steps that use group-level statistical procedures (i.e. scaling and feature selection) occur only in the inner cycle (CV1) training data. The inner cycle test data are used to pick hyperparameter combinations that provide potentially good model generalization capacity. Finally, the outer cycle (CV2) data serve exclusively the purpose to measure the models’ potential generalizability to new, unseen data.
Our NeuroMiner machine learning preprocessing pipeline for behavioral classifiers (i.e., clinical and environmental) consisted of the following steps:
1. As many machine learning algorithms are sensitive to scale differences between features, we scaled each variable to a [-1, 1] range to remove these effects from each training sample matrix. The scaling parameters were then applied to the inner and outer CV cycles.
2. Preprocessed data from every modality entered a greedy forward search wrapper (13) which allows identifying the most parsimonious subset of variables within the variable pool of every modality, thus providing maximum prognostic performance with the smallest amount of predictive features. More specifically, within every classifier, the wrapper algorithm used a Support Vector Machine model (SVM, (14)) to evaluate the predictive value of each variable within the modality, then extracted the most predictive variable and reiterated over the remaining variable pool to select the 2nd best performing variable, which was added to the first one. This process was re-iterated until the optimal variable subspace had been identified. We stopped the variable search when the top 80% of the variables had been extracted by the wrapper, thus allowing to identify a clinically applicable set of top-performing variables within every classifier for prediction purposes. Given the small number of features for both cognitive and environmental classifiers, their wrappers added single features up to the 80% of the total and then tested models. We ranked variables with the mean of training and test data performance, instead of using only the test data.
Our NeuroMiner machine learning preprocessing pipeline for the structural MRI classifier consisted of the following steps:
1. Reliable, site-corrected voxels were extracted from the inner CV training cases’ GMV maps at the 15%, 25% or 50% percentiles of the inter-site G coefficient map (TG), using the very same G coefficient map and following the very same procedure reported in a previous publication from our group (1). 
2. The dimensionality of the training cases’ thresholded grey matter volume (GMV) images was reduced by means of using Principal Component Analysis (PCA). To achieve a low generalization error (15), we trained PCA models with a restricted range of 15 to 25 Principal Components (PC) in the inner CVtraining data (see also (1, 16, 17)). 
3. The resulting PC scores were scaled to [-1, 1] and forwarded to a greedy forward search wrapper(13) which was set up as the one described in the preprocessing pipeline of behavioral classifier. However, in order to find more parsimonious solutions, this wrapper added the 10% of the features per round (instead of each feature per round, as done for clinical and environmental classifiers) up to the 80% of the total before testing models. 

For all unimodal classifiers (clinical, environmental, sMRI), in each variable evaluation step, the trained model was applied to the outer CV cycle (CV2) by preprocessing the best discriminative variables, and determining each validation individual’s outcome class (higher vs lower GF) through majority voting across all ensemble models. In other words, in each variable evaluation step in the CV1, the SVM algorithm modeled independently (i.e., for every unimodal classifier) linear relationships between features and classification labels (higher vs lower GF). In the linear kernel space, the SVM optimized a hyperplane that maximized separability between most higher-like and most lower-like subjects (i.e., the Support Vectors). Based on the trained hyperplane, the algorithm then predicted subjects' classification of the inner CV1 cycle by projecting its data into the learned kernel space and measuring their geometric distance to the decision boundary. This resulted in a decision value and a predicted classification label per participant. 
[bookmark: _Hlk18400830][bookmark: _Hlk21532557]The wrapper-based feature selection was carried out for each CV1 training and test sample and then repeated for every combination of the SVM parameters C (misclassification cost) within a grid defined by the ranges C = [0.0156 - 16]. Because of our nested cross-validation framework, we created an ensemble of 7 models (one per site) for each CV2 partition („CV1 ensemble“). We were therefore able to establish a final out-of-training class membership prediction for a given individual by combining all CV1 ensembles into a larger CV2 ensemble, in which the given individual had not served for model training and optimization at the CV1 level. This ensemble generation procedure has been repeatedly described in our previous works (17) (11, 18) and is a feature of the model generation and validation process implemented in NeuroMiner. 
This way, we were able to obtain SVM models for (i) environmental; (ii) clinical; (iii) structural MRI individual classifiers. 
After training the individual classifiers, we implemented a stacking-based data fusion framework (19, 20) to assess whether the combination of these three unimodal classifiers, as well as the combination of environmental and clinical, and environmental and structural MRI classifiers, would generate superior predictive systems for given outcome targets (higher vs lower GFR), than the unimodal classifiers themselves. To rule out any information leakage between the training and test samples, we employed the identical mixed repeated k-fold/ leave-site-out cross-validation scheme for the unimodal and multimodal classification experiments. The stacking procedure started by combining decision scores of the individual classifiers’ committees within given CV1 partition, standardizing the resulting matrices and subsequently using them as new sets of predictive features, which replaced the original features in a given CV1 partition. SVM was employed to find a parsimonious combination of decision scores (clinical+environmental+sMRI, environmental+clinical, environmental+sMRI) maximizing BAC across the C parameter range. As for the unimodal classifiers described above, we determined an ensemble of optimized SVM models across the C range that conjointly maximized BAC in given CV1 training and test data. Then, the CV2 validation predictions of the previously trained individual classifiers’ SVM ensembles were combined and standardized. Each SVM ensemble was then applied to this standardized CV2 decision score matrix to generate probability estimates. Majority voting was used to predict the CV2 outcome targets, and this procedure was repeated until all CV2 cases had received a multimodal prediction. Notably, we purposefully did not investigate the joint predictive ability of clinical and sMRI classifiers, as this was already explicitly addressed in a recent publication from our group(1).
To understand the discriminative utility of the input variables within each unimodal classifier, we computed for each feature the probability of being selected by the greedy forward search wrapper for classification purposes within the inner CV loop. Of note, this procedure was run just for significant unimodal classifiers (see Results).
To test for the generalizability of all prognostic models derived from CHR, ROD, and the pooled CHR-ROD sample, we validated, respectively, (i) CHR discovery models in the CHR replication cohort (n=74); (ii) ROD discovery models in the ROD replication cohort (n=66); and (iii) transdiagnostic (CHR+ROD) discovery models in the pooled CHR+ROD replication sample (n=140), without any re-in-between training (Supp.5).  Despite the employment of leave-site-out cross-validation, we aimed at ruling out through sanity checks whether the discovery and validation performance of our unimodal and multimodal classifiers could be affected by any latent site effects. Indeed, while discovery samples were collected at 7 sites (Tab.1), replication samples were collected at 10 (the same seven discovery sites + three new sites. – see section 2.1, Supp.4, Tab.S1). Thus, we validated our findings not only on all the 10 replication sites pooled together, but also separately on (i) the seven sites in which individuals were collected for both discovery and validation purposes (labelled as “old” sites, i.e. Munich, Milan, Basel, Udine, Cologne, Birmingham, Turku), and (ii) the three sites which entered the PRONIA consortium later, thus contributing only to replication recruitments (labelled as “new” sites, i.e., Bari, Münster, Düsseldorf). Validation performance differences across all sites, old sites and new sites were assessed through the use of Quade test. Results are fully reported in Tab. S4 and S6. 

6.  Permutation analysis
To assign statistical significance to the observed classification performance of our unimodal and multimodal classifiers, we employed permutation (21). We performed 1000 random permutations of the outcome label. For each permutation, we retrained all linear SVM models in the repeated nested CV experiment using the respective feature subsets obtained from the observed-label analyses. Then, we accumulated the predictions of the random models into a permuted ensemble prediction for each outer cycle subject. Thus, we built a null distribution of out-of-training classification performance (BAC) for every unimodal classifier. Finally, we calculated the significance of the observed out-of-training BAC as the number of events where the permuted out-of-training BAC was higher or equal to the observed BAC divided by the number of permutations performed. The significance of the model was determined at α=0.05, False Discovery Rate (FDR) corrected (22).  Significances could not be calculated for any replication analysis, as the out-of-sample validation mode of NeuroMiner, differently to the discovery mode, does not allow to calculate significance for models that are generated in one cohort and then applied to another sample. 
To compare classifiers’ performances, as done in (11) we (i) computed the pairwise out-of-training BAC differences between permuted models, and (ii) compared them against the observed BAC pairwise differences between classifiers. We calculated significant differences between classifiers as the number of events where the permuted out-of-training BAC difference between pairwise classifiers was higher or equal to the observed BAC difference, divided by the number of permutations performed (1000). The significance of the model was determined at α=0.05. Results of this procedure are reported in Table S5 for the models generated on discovery samples. Significances could not be calculated for any replication analysis, as the out-of-sample validation mode of NeuroMiner, differently to the discovery mode, does not allow to calculate significance for models that are generated in one cohort and then applied to another sample.
To further investigate the relevance of each feature within behavioral (i.e., clinical and environmental) classifiers, besides the CVR score we employed permutation testing of features. Specifically, we conducted a permutation analysis and created 1000 empirical null distributions of CVR scores for each feature within the clinical classifier, and for each feature within the environmental classifier, for CHR and ROD separately (i.e., for the graphs reported in Figure 2 of the manuscript). The significance was set at α=0.05. Results of this permutation test are summarized in Table S10 A and B.

7. Potential generalization of role outcome prediction models to relevant clinical trajectories  
To investigate the prognostic relevance in terms of clinical outcome of the best CHR and ROD models predicting GF:R (best = those that show not only the best accuracy in the discovery cohorts, but also generalizability in the replication cohorts, i.e., the 2-modalities risk calculators combining environmental and clinical predictions, see Results), as well as the generalization of these risk calculators to other relevant clinical trajectories at the longitudinal level, we ran linear mixed effects modeling analyses. We therefore generated trajectories based on three longitudinal timepoints for three clinical readouts: (i) number of psychiatric hospitalizations across timepoints; (ii) positive and negative symptoms, drawn from the Structured Interview for Psychosis-Risk Syndromes (SIPS(23)), (iii) quality of life, drawn from the World Health Organization Quality of Life – brief questionnaire (WHOQOL, BREF version(24)). Specifically, for statistical purposes, we employed: number of hospitalizations, SIPS positive symptoms total score, SIPS negative symptoms total score, WHOQOL subscale scores for (i) physical health, (ii) psychological health, (iii) social relationships, and (iv) quality of the physical environment (total number of clinical trajectories of interest = 7). 
On these bases, we built a matrix of univariate linear mixed effect models, composed by 7 clinical readouts (i.e., factors: SIPS Positive, SIPS Negative, number of hospitalizations, WHOQOL physical health, WHOQOL psychological health, WHOQOL social relationships, WHOQOL environment), and 2 predictors (i.e., observed GF:R outcome, predicted GF:R outcome). Therefore, a total of 14 analyses per group (CHR and ROD) were conducted to investigate potential differences between clinical trajectories and prognostic assignments. We defined the respective clinical score as a response variable and added intercept, group (observed vs. predicted outcome) and its interaction with timepoint (3 levels: baseline, T1 and T2) as fixed factors, while subject and site-level intercepts entered the models as random effects. An alpha correction for multiple comparisons was carried out using the False Discovery Rate (FDR) and statistical significance was determined at alpha=0.05.

8. Feature importance within the environmental classifier: feature knock-out analysis
The poorest GF:R predicting model in CHR lacked self-reported BS deviation scores: a 12.9% BACLSOCV drop characterized this model relative to the one including all environmental variables (BACLSOCV of the environmental model without self-reported BS=53.5%; BACLSOCV of the original environmental classifier = 66.4%, Table S6). None of the other models without one environmental variable at a time outperformed the original environmental classifier (BACLSOCV drops compared with the original models: by removing PAS Adulthood: 7.8%; by removing PAS childhood: 6,5%; by removing PAS Late Adolescence: 2.8%; by removing CTQ: 2.5%; by removing PAS Early Adolescence: 1.5%, Table S6). 
In ROD, PAS Adulthood deviation scores underlay the largest performance drop (13.8% BACLSOCV drop relative to the original environmental classifier – BACLSOCV of the environmental model without PAS adulthood=43.1% BACLSOCV of the original environmental classifier=56.9%, Table S6). However, the model without PAS Childhood was superior to the original one (BACLSOCV=60.1%). All other models performed similarly to the original one (for detailed performance metrics, see Table S6).

9. Investigation of between-classifiers relationships: Methods

[bookmark: _Hlk30410415]To understand whether environmental history could act via clinical vulnerability or sMRI abnormalities in increasing the risk for worse outcome in early psychosis, as well as to investigate how the environmental readout was related with, respectively, clinical and sMRI readouts, we ran Support Vector Regression (SVR) analyses(25) through the NeuroMiner software. We performed this analysis in order to preliminarily investigate whether environmental-related decision scores for GF:R outcome could be predicted based on clinical and sMRI features, respectively. If this assumption was correct, we would expect that some of the variance - and thus the predictive accuracy - of environmental risk might be explained by baseline global functioning impairments, and/or by sMRI abnormalities.  We did not alter the CV scheme and the preprocessing pipeline of clinical and sMRI data that we employed for our main prediction analyses (Supp.5). Support vector regression (SVR) (26) was chosen due to its established ability to generate unbiased models that generalize well across the population, as shown in previous studies (26, 27). We ran machine learning regression analyses through the NeuroMiner software in order to predict environmental-related decision scores for GFR, based on clinical and sMRI baseline data, respectively. This analysis pipeline was run in parallel and separately for CHR and ROD individuals. We did not alter the CV scheme and the preprocessing pipeline of clinical and structural MRI data that we employed for our main prediction analyses (see Supplementary section 1.1). With this purpose, we employed SVR.  Preprocessed clinical and structural MRI data were separately projected into a linear kernel space where the SVR algorithm determined an optimal environmental decision scores-fitting function at a C-parameter optimization range of [0.015625-1] and a ν-parameter optimization range of [0.05-0.2] within the CV1 cycle (26). To this end, NeuroMiner generated CV1 test partition predictions across the C and ν ranges and then picked the optimal C and ν combination at the parameter showing the lowest average Mean Absolute Error (MAE) across the respective CV1cycle. The 5×10 CV1 model strained with this C and ν parameters combination was then applied to the respective CV2 subject in a leave-site-out framework and the resulting decision scores were averaged to obtain a final out-of-training-sample prediction for a given participant. The out-of-training prediction performance of clinical and structural MRI data on GFR environmental decision scores, respectively, was quantified both in CHR and ROD independently using MAE and explained variance (R Square). Results are fully reported in Table S8.

10. Model Calibration sanity check
We evaluated the model calibration, i.e., the agreement between the accuracy of estimated predictions with the observed risk, in terms of Expected Calibration Error (ECE), which reflects the weighted average difference between the fraction of correctly predicted outcomes and predicted probabilities across a binned probability range (28, 29). For ECE calculation purposes, CHR, ROD and transdiagnostic (CHR+ROD) samples were again divided based on their prediction probabilities in ten bins, with each bin containing the same number of individuals. The average calibration error is then calculated over all bins following the formula reported in (28, 29). We have calculated the ECE for our final “best” models (i.e., the combined clinical+environmental, see Results) across each cohort separately. For interpretation purposes, ECE values range between 0 and 1, with an ECE equal or close to zero reflecting perfect calibration. Findings revealed that the ECE was relatively low for all our final models (combined clinical+environmental ECE for CHR = 0.22, for ROD = 0.20, for CHR+ROD=0.21), although not reflecting perfect calibration. A related reliability diagram is reported in Figure S2.
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Figure S1: The outline of the study.
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Fig. S2: Reliability diagram. Individuals have been divided in bins based on their prediction probabilities, with each bin containing the same number of individuals. For each bin, we have calculated the ratio of the individuals with a positive outcome label ('lower') divided by all individuals included in the bin. 
[image: ]
Table S1: Study-associated, sociodemographic, physical, clinical, functional and environmental differences at baseline in replication patients with a clinical high-risk (CHR) state, and replication patients with recent-onset depression ROD), with lower vs. higher Global Functioning: Role outcome at follow-up. Significance was defined at α=0.05.

	 
	Follow-up
	 
	 
	 
	 
	 
	 
	 

	 
	ROD
	 
	 
	 
	CHR
	 
	 
	 

	Characteristic
	Lower GF:R
	Higher GF:R
	t/z/X2
	P Value
	Lower GF:R
	Higher GF:R
	t/z/X2
	P Value

	Sample sizes and study variables
	 
	 
	 
	 
	 
	 
	 
	 

	Total No.
	44
	22
	 
	 
	60
	14
	 
	 

	Participant per site, No. (%)
	 
	 
	 
	 
	 
	 
	 
	 

	Munich
	12 (27.3)
	4 (18.2)
	𝜒9 = 3.94
	.92
	24 (40)
	5 (35.7)
	𝜒9 =8.48
	.49

	Milan
	5 (11.4)
	0
	
	
	5 (8.3)
	0
	
	

	Basel
	1 (2.3)
	1 (4.5)
	
	
	3 (5.0)
	1 (7.1)
	
	

	Cologne
	13 (29.5)
	9 (40.9)
	
	
	8 (13.3)
	0
	
	

	Birmingham
	2 (4.5)
	1 (4.5)
	
	
	3 (5.0) 
	0
	
	

	Turku
	1 (2.3)
	1 (4.5)
	
	
	6 (10.0)
	1 (7.1)
	
	

	Udine
	1 (2.3)
	0
	
	
	2 (3.3)
	0
	
	

	Bari
	3 (6.8)
	1 (4.5)
	 
	 
	1 (1.7)
	1 (7.1)
	 
	 

	Münster
	1 (2.3)
	0
	 
	 
	5 (8.3)
	1 (7.1)
	 
	 

	Düsseldorf
	5 (11.4)
	4 (18.2)
	 
	 
	3 (5.0)
	1 (7.1)
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Sociodemographic data
	 
	 
	 
	 
	 
	 
	 
	 

	Age, mean (SD), y
	24.6 (6.0)
	24.8 (6.2)
	t 41 = -.09
	.93
	23.2 (5.1)
	24.6 (6.3)
	t 17 = -0.76
	.46

	Male, No. (%)
	26 (59.1)
	10 (45.5)
	𝜒1 = .62
	.43
	30 (50.0)
	3 (21.4)
	𝜒1 =2.68
	.10

	Education, mean (SD), y
	13.5 (3.0)
	15.1 (2.8)
	t 44 = 2.09
	.04
	13.5 (2.4)
	13.9 (2.3)
	t 20 = -0.55
	.59

	Educational years repeated, mean (SD), y
	0.7 (2.2)
	0.2 (0.5)
	t 49 = 1.38
	.17
	0.6 (1.7)
	0.1 (0.3)
	t 68 = 2.39
	.02

	Having a partnership most of the time in the year before study inclusion, No. (%) 
	8 (18.2)
	8 (27.3)
	𝜒1 = 0.28
	.59
	17 (28.3)
	3 (21.4)
	𝜒1 = 0.04
	.85

	Population density in living area, mean (SD), habitants/km2 
	20235.5 (113133.5)
	3066.9 (1917.2)
	t 43 = 1.01
	.32
	2575.1 (2388.6)
	109425.2 (272902.1)
	t 13 = -1.46
	.17

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Clinical high-risk state inclusion criteria
	
	
	
	
	
	
	
	

	Schizotypal personality disorder present, No. (%)
	7 (11.9)
	0
	1.84
	.18
	0
	0
	NA
	NA

	First degree relatives with psychosis, No. (%) 
	7 (11.9)
	2 (14.3)
	0.06
	.80
	1 (2)
	1 (4.5)
	0.26
	.61

	30% Loss of global functioning compared with highest levels in the year before study inclusion, No. (%) 
	17 (28.8)
	4 (28.6)
	<.01
	.99
	10 (22.7)
	3 (13.6)
	0.77
	.38

	Genetic Risk Disability Schizotypal Personality Disorder Criterion criteria met, No. (%) 
	11 (18.3)
	2 (14.3)
	0.13
	.72
	0
	0
	NA
	NA

	Cognitive Disturbances criteria met, No. (%) 
	40 (66.7)
	6 (42.9)
	2.74
	.09
	0
	0
	NA
	NA

	Attenuated Psychotic Symptoms criteria met, No. (%) 
	39 (65)
	10 (71.4)
	0.21
	.65
	0
	0
	NA
	NA

	Brief Limited Intermittent Psychotic Symptoms criteria met, No. (%) 
	3 (5)
	0
	0.73
	.39
	0
	0
	NA
	NA

	
	
	
	
	
	
	
	
	

	Global Functioning: Social scale, mean (SD) score 
	 
	 
	 
	 
	 
	 
	 
	 

	Highest lifetime score
	7.9 (0.9)
	8.3 (0.7)
	z 51 = 2.12
	.03
	7.8 (0.8)
	8.4 (0.6)
	t 24 = 3.27
	.003

	Highest score in past year
	7.0 (1.2)
	7.8 (1.0)
	z 51 = -2.62
	.01
	6.7 (1.4)
	8 (0.8)
	t 35 = -4.66
	<.001

	Baseline score
	5.9 (1.3)
	7.0 (0.8)
	z 61 = -4.28
	<.001
	5.9 (1.4)
	6.8 (1.2)
	t 23 = -2.55
	.02

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Global Functioning: Role scale, mean (SD) score 
	 
	 
	 
	 
	 
	 
	 
	 

	Highest lifetime score
	8.2 (0.7)
	8.3 (0.9)
	z 36 = -0.51
	.61
	7.9 (0.9)
	8.2 (0.6)
	t 27 = -2.19
	.04

	Highest score in past year
	7.0 (1.4)
	7.7 (0.9)
	z 58 = -2.610
	.01
	6.8 (1.2)
	8.1 (0.7)
	t 32 = -5.09
	<.001

	Baseline score
	5.1 (1.8)
	6.8 (1.6)
	z 48 = -3.93
	<.001
	5.4 (1.7)
	6.0 (1.8)
	t 19 = -1.07
	.30

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Standardized Interview for Prodromal Symptoms score at baseline, mean (SD) scores 
	 
	 
	 
	 
	 
	 
	 
	 

	Unusual thought content or delusional ideas 
	1.1 (1.0)
	0.4 (0.7)
	z 57 = 3.10
	.002
	2.6 (1.8)
	3.1 (2.0)
	t 18 = -0.89
	.39

	Suspisciousness or persecutory ideas
	0.3 (0.7)
	0.4 (0.7)
	z 43 = -0.13
	.90
	2.3 (1.9)
	1.4 (1.9)
	t 19 = 1.54
	.14

	Grandiosity
	0.2 (0.4)
	0
	z 43 = 2.71
	.01
	0.5 (1.7)
	2.0 (1.9)
	t 16 = -0.73
	.48

	Perceptual abnormalities
	0.7 (1)
	0.2 (0.5)
	z 64 = 2.31
	.02
	2.6 (1.7)
	2.0 (1.9)
	t 18 = 1.07
	.23

	Disorganized communication
	0.1 (0.3)
	0.2 (0.6)
	z 26 = -0.68
	.05
	1.5 (1.5)
	1.8 (1.9)
	t 17 = -0.52
	.60

	Social anhaedonia
	2.2 (1.8)
	1.7 (1.8)
	z 41 = 1.06
	.23
	2.4 (1.7)
	1.5 (1.8)
	t 19 = 1.74
	.10

	Avolition
	3.1 (1.5)
	2.5 (1.7)
	z 39 = 1.22
	.23
	2.9 (1.6)
	1.8 (2.0)
	t 17 = 1.89
	.08

	Expression of emotion
	1.2 (1.5)
	0.5 (0.7)
	z 62 = 2.69
	.009
	1.2 (1.6)
	0.6 (1.3)
	t 22 = 1.35
	.19

	Experience of emotions and self
	1.9 (1.7)
	1.2 (1.5)
	z 48 = 1.75
	.09
	2.0 (1.8) 
	1.3 (1.6)
	t 21 = 1.51
	.14

	Ideational richness
	0.2 (0.6)
	0.1 (0.4)
	z 58 = 0.72
	.47
	0.5 (0.9)
	0.4 (0.9)
	t 20 = 0.19
	.85

	Occupational functioning
	3.2 (1.9)
	1.9 (1.6)
	z 50 = 3.03
	.004
	3.3 (1.8)
	2.1 (1.9)
	t 19 = 2.06
	.05

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Beck depression inventory sum score, mean (SD)
	
	
	
	
	
	
	
	

	
	29.2 (10.7)
	21.2 (11.5)
	t70 = 2.41
	.02
	28.9 (12.5)
	24.1 (11.7)
	t60 = 1.44
	.15

	
	
	
	
	
	
	
	
	

	Positive and Negative Symptoms  Scale, mean (SD) scores 
	 
	 
	 
	 
	 
	 
	 
	 

	Total No.
	53.5 (13.8)
	48.4 (10.2)
	t 54 = 1.67
	.10
	60.1 (14.9)
	55.9 (15.3)
	t 17 = 0.90
	.38

	Positive sum
	8.6 (1.7)
	8.1 (1.8)
	t 40 = 1.08
	.29
	12.4 (3.8)
	13.2 (4.5)
	t 16 = -0.59
	.56

	Negative sum
	14.6 (6.1)
	12.6 (4.7)
	t 53 = 1.46
	.15
	15.7 (6.7)
	11.1 (5.6)
	t 20 = 2.60
	.02

	General sum
	30.3 (9.0)
	27.7 (7.0)
	t 53 = 1.26
	.21
	32.0 (8.3)
	31.7 (9.5)
	t 16 = 0.11
	.09

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Childhood Trauma Questionnaire, mean (SD) scores
	 
	 
	 
	 
	 
	 
	 
	 

	raw scores
	38.7 (13.0)
	38.4 (10.0)
	z 43 = 1.54
	.13
	41.3 (12.9)
	38.2 (11.9)
	t 29 = 1.70
	.10

	deviation scores
	1.5 (1.2)
	1.5 (.9)
	z 54 = 0.02
	.99
	2.1 (0.1)
	2.1 (0.1)
	t 19 = -0.88
	.39

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Premorbid Adjustment Scale, mean (SD) scores
	 
	 
	 
	 
	 
	 
	 
	 

	Childhood 
	 
	 
	 
	 
	 
	 
	 
	 

	raw sum
	0.2 (0.2)
	0.2 (.2)
	z 53 = 0.09
	.93
	0.3 (0.1)
	0.2 (0.2)
	t 21 = 0.85
	.40

	deviation score
	0.0 (0.9)
	0.1 (1.2)
	z 34 = -0.49
	.63
	0.1 (0.9)
	0.3 (1.3)
	t 17 = 1.03
	.32

	Early adolescence
	 
	 
	 
	 
	 
	 
	 
	 

	raw sum
	0.3 (0.2)
	0.3 (0.2)
	z 34 = -0.31
	.76
	0.3 (0.1)
	0.2 (0.1)
	t 15 = 0.80
	.43

	deviation score
	0.0 (0.9)
	0.1 (1.2)
	z 35 = -0.06
	.95
	0.1 (0.9)
	0.3 (1.2)
	t 17= 0.96
	.35

	Late adolescence
	 
	 
	 
	 
	 
	 
	 
	 

	raw sum
	0.3 (0.2)
	0.2 (0.1)
	z 44 = 0.82
	.42
	0.3 (0.2)
	0.3 (0.1)
	t 19 = 1.85
	.08

	deviation score
	0.0 (1.0)
	0.0 (1.1)
	z 37 = 0.25
	.78
	0.1 (1.0)
	0.3 (1.2)
	t 17 = 0.94
	.36

	Adulthood
	 
	 
	 
	 
	 
	 
	 
	 

	raw sum
	0.2 (0.2)
	0.2 (0.2)
	z 45 = 1.81
	.08
	0.4 (0.2)
	0.3 (0.1)
	t 17 = 1.56
	.14

	deviation score
	0.1 (1.0)
	0.1 (1.0=
	z 40 = 0.75
	.45
	0.1 (1.0)
	0.3 (1.0)
	t 19 = 1.18
	.25

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Bullying Scale, mean (SD) scores
	 
	 
	 
	 
	 
	 
	 
	 

	raw scores
	13.5 (11.1)
	11.3 (6.2)
	z 63 = 1.01
	.32
	15.0 (9.8)
	12.4 (9.4)
	t 20 = 0.92
	.37

	deviation scores
	8.4 (1.4)
	9.2 (1.3)
	z 43 = -2.26
	.03
	9.1 (1.4)
	9.4 (1.5)
	t 19 = -0.88
	.39



















Table S2: Prevalence comparisons of the DSM-IV-TR diagnoses in the CHR and ROD replication samples characterized by lower vs higher role functioning at baseline (T0) and at the T1 follow- up examinations. Analyses were performed for diagnoses in the domains of mood, anxiety, and substance abuse. Presence of threshold diagnostic criteria in the past month before respective timepoint was examined using X2 tests. For dysthymic disorder, lifetime presence of threshold and subthreshold criteria were combined and compared against absence of lifetime criteria. P values were group- and timepoint-wise corrected for multiple comparisons using the False-Discovery Rate (FDR). Significance was defined at α=0.05. Abbreviations: CHR=Clinical high-risk; ROD=Recent-onset depression; GF:R=Global Functioning Role; P= FDR-corrected p value; Y/N = meeting diagnostic criteria/not meeting diagnostic criteria. 

	T0
	T1

	
	CHR
	ROD
	 
	CHR
	ROD

	Characteristic
	Lower GF:R
	Higher GF:R
	X2
	P 
	Lower GF:R
	Higher GF:R
	X2
	P 
	Characteristic
	Lower GF:R
	Higher GF:R
	X2
	P
	Lower GF:R
	Higher GF:R
	X2
	P 

	≥1 DSM-IV diagnosis: Y/N (%Y/%N) 
	50/10 (83/17)
	11/3 (79/21)
	0.18
	.67
	43/1 (98/2)
	21/1 (95/5)
	0.26
	.61
	≥1 DSM-IV diagnosis: Y/N (%Y/%N) 
	33/27 (55/45)
	6/8 (43/57)
	0.67
	.41
	35/9 (80/20)
	12/10 (55/45)
	4.47
	.03

	Bipolar I disorder
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Bipolar I disorder
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	0/44 (0/100)
	0/22 (0/100)
	-
	-

	Bipolar II disorder
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Bipolar II disorder
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-

	Major Depressive disorder 
	37/23 (62/38)
	4/10 (29/71)
	5.03
	.02
	39/5 (89/11)
	19/3 (86/14)
	0.07
	.79
	Major Depressive disorder 
	13/47 (22/78)
	0/14 (0/100)
	3.68
	.06
	16/28 (36/64)
	4/18 (18/82)
	2.30
	.13

	Dysthymic disorder
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	2/42 (5/95)
	1/21 (5/95)
	0
	1
	Dysthymic disorder
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	2/42 (5/95)
	1/21 (5/95)
	0.75
	.69

	Panic disorder
	7/53 (12/88)
	4/10 (29/71)
	2.56
	.11
	4/40 (9/91)
	0/22 (0/100)
	2.13
	.14
	Panic disorder
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	3/41 (7/93)
	0/22 (0/100)
	1.57
	.21

	Agoraphobia (AWOPD)
	1/59 (2/98)
	1/13 (7/93)
	1.29
	.26
	1/43 (2/98)
	0/22 (0/100)
	0.51
	.48
	Agoraphobia (AWOPD)
	1/59 (2/98)
	0/14 (0/100)
	0.24
	.63
	1/43 (2/98)
	0/22 (0/100)
	0.51
	.48

	Social Phobia
	5/55 (8/92)
	0/14 (0/100)
	1.25
	.26
	2/42 (5/95)
	1/21 (5/95)
	0
	1
	Social Phobia
	3/57 (5/95)
	0/14 (0/100)
	0.73
	.39
	3/41 (7/93)
	1/21 (5/95)
	0.13
	.72

	Specific Phobia
	5/55 (8/92)
	1/13 (7/93)
	0.02
	.88
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Specific Phobia
	1/59 (2/98)
	0/14 (0/100)
	0.24
	.63
	2/42 (5/95)
	0/22 (0/100)
	1.03
	.31

	Obsessive-Compulsive Disorder
	6/54 (10/90)
	2/12 (14/86)
	0.22
	.64
	1/43 (2/98)
	0/22 (0/100)
	0.51
	.48
	Obsessive-Compulsive Disorder
	4/56 (7/93)
	1/13 (7/93)
	0.004
	.95
	1/43 (2/98)
	0/22 (0/100)
	0.51
	.48

	Posttraumatic Stress Disorder
	2/58 (3/97)
	1/13 (7/93)
	0.42
	.52
	1/43 (2/98)
	1/21 (5/95)
	0.26
	.61
	Posttraumatic Stress Disorder
	1/59 (2/98)
	0/14 (0/100)
	0.24
	.67
	1/43 (2/98)
	1/21 (5/95)
	0.26
	.61

	Alcohol Dependence
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Alcohol Dependence
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-

	Sedative-Hypnotic-Anxiolytic Dependence
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Sedative-Hypnotic-Anxiolytic Dependence
	0/60 (0/100)
	0/14 (0/100)
	-
	-
	0/44 (0/100)
	0/22 (0/100)
	-
	-

	Cannabis Dependence
	1/59 (2/98)
	0/14 (0/100)
	0.24
	.63
	0/44 (0/100)
	0/22 (0/100)
	-
	-
	Cannabis Dependence
	2/58 (3/97)
	0/14 (0/100)
	0.48
	.49
	0/44 (0/100)
	0/22 (0/100)
	-
	-











Table S3: Information about the validation samples and distributions employed to derive normalized environmental total scores for both CHR and ROD samples. Abbreviations: SD: Standard Deviation; SEM: Standard Error of the Mean.
	Assessment
	Reference
	Table/Data used from the reference
	Overall mean value
	Overall SD/SEM value

	Childhood Trauma Questionnaire
	Scher et al., 2001 (2)
	Table 4, both Male and Female overall data
	31.74
	10.66 (SD)

	Premorbid Adjustment Scale - Childhood
	Shapiro et al., 2009 (5)
	Table 2, 
Controls data
	0.139
	0.009 (SEM)
(derived SD: 0.102)

	Premorbid Adjustment Scale – Early Adolescence
	Shapiro et al., 2009 (5)
	Table 2, 
Controls data
	0.154
	0.006 (SEM)
(derived SD: 0.09)

	Premorbid Adjustment Scale – Late Adolescence
	Shapiro et al., 2009 (5)
	Table 2, 
Controls data
	0.144
	0.007 (SEM)
(derived SD: 0.111)

	Premorbid Adjustment Scale – Adulthood
	Shapiro et al., 2009 (5)
	Table 2, 
Controls data
	0.113
	0.005 (SEM)
(derived SD: 0.086)

	Bullying Scale
	Validation of the scale is performed within the PRONIA consortium at the UKK site (Haidl et al., 2020)
	Controls data
	7.38
	8.77 (SD)
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Table S4: Performance of all unimodal and multimodal classifiers tested in Clinical High Risk (CHR, S4A) Recent Onset Depression (ROD, S4B), and the pooled sample of CHR+ROD individuals (S4C) for Global Functioning (GF) Role outcome at follow up. Within each panel, results are reported for both discovery and replication cohorts (all sites, old sites, new sites, see Supp.5). ﻿Model significances were assessed by computing Balanced Accuracy in 1000 random label permutations and comparing them to the observed Balanced Accuracy of the respective model. P values were adjusted for multiple comparisons using the false-discovery rate (FDR). FDR-corrected significant models are reported in the “sign” column with a (*). Significances could not be calculated for any replication analysis, as the out-of-sample validation mode of NeuroMiner, differently to the discovery mode, does not allow to calculate significance for models that are generated in one cohort and then applied to another sample. For these analyses, an “n.a.” (not assessed) is reported in the table. Abbreviations: TP= True Positives; FP= False Positives; TN= True Negatives; FN= False Negatives; acc=accuracy; spec= specificity; sens= sensitivity; FPR= False Positive Rate; PPV= Positive Predictive Value; NPV= Negative Predictive Value; AUC= Area Under the Curve; BAC= Balanced Accuracy; sign = permutation-based significance; n.a. = not assessed.
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	A. CHR - GF Role Prediction
	TP
	FP
	TN
	FN
	acc
	spec
	sens
	FPR
	PPV
	NPV
	AUC
	BAC
	sign

	Environmental – Discovery CHR
	34
	13
	27
	18
	66.3
	67.5
	65.4
	32.5
	72.3
	60.0
	0.63
	66.4
	0.01*

	Environmental – Replication CHR, all sites
	60
	14
	0
	0
	81.0
	0
	100
	100
	81.0
	n.a.
	0.51
	50.0
	n.a.

	Environmental – Replication CHR, old sites
	51
	11
	0
	0
	82.2
	0
	100
	0
	100
	82.2
	0.62
	50.0
	n.a.

	Environmental – Replication CHR, new sites
	9
	3
	0
	0
	75.0
	0
	100
	100
	75.0
	n.a.
	0.81
	50.0
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Clinical – Discovery CHR
	31
	10
	30
	21
	66.3
	75.0
	59.6
	25.0
	75.6
	58.8
	0.76
	67.3
	0.04*

	Clinical – Replication CHR, all sites
	38
	4
	10
	22
	64.8
	71.4
	63.3
	28.5
	90.4
	31.2
	0.76
	67.3
	n.a.

	Clinical – Replication CHR, old sites
	32
	3
	8
	19
	64.5
	72.7
	62.4
	27.2
	91.4
	29.6
	0.75
	67.7
	n.a.

	Clinical – Replication CHR, new sites
	6
	1
	2
	3
	66.6
	66.6
	66.6
	33.3
	85.7
	40.0
	0.82
	66.6
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	sMRI – Discovery CHR
	28
	17
	2
	24
	48.9
	53.8
	42.5
	57.5
	54.9
	41.5
	0.51
	48.2
	0.63

	sMRI – Replication CHR, all sites
	26
	12
	14
	60
	18.9
	100
	0
	0
	n.a,
	18.9
	0.30
	50.0
	n.a.

	sMRI – Replication CHR, old sites
	24
	10
	1
	27
	18.9
	100
	0
	0
	n.a,
	18.9
	0.30
	50.0
	n.a.

	sMRI – Replication CHR, new sites
	2
	2
	1
	7
	18.9
	100
	0
	0
	n.a,
	18.9
	0.31
	50.0
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3-modalities: Environmental+Clinical+sMRI – Discovery CHR
	35
	30
	10
	17
	70.7
	67.3
	75.0
	25.0
	77.8
	63.8
	0.75
	71.2
	0.01*

	3-modalities: Environmental+Clinical+sMRI – Replication CHR, all sites
	49
	9
	5
	11
	72.9
	35.9
	81.6
	64.3
	84.4
	31.2
	0.70
	58.7
	n.a.

	3-modalities: Environmental+Clinical+sMRI – Replication CHR, old sites
	42
	8
	3
	9
	72.5
	82.3
	27.3
	72.7
	84.0
	25.0
	0.71
	54.8
	n.a.

	3-modalities: Environmental+Clinical+sMRI – Replication CHR, new sites
	7
	1
	2
	2
	75.0
	77.7
	66.6
	33.3
	87.5
	50.0
	0.67
	72.2
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+Clinical – Discovery CHR
	29
	30
	10
	23
	64.1
	55.8
	75.0
	25.0
	74.4
	56.6
	0.76
	65.4
	0.04*

	2-modalities: Environmental+Clinical – Replication CHR, all sites
	47
	6
	8
	13
	74.3
	57.1
	78.3
	42.8
	88.6
	38.1
	0.76
	67.7
	n.a.

	2-modalities: Environmental+Clinical – Replication CHR, old sites
	40
	5
	6
	11
	74.1
	54.5
	78.4
	45.4
	88.8
	35.2
	0.76
	66.4
	n.a.

	2-modalities: Environmental+Clinical – Replication CHR, new sites
	7
	1
	2
	2
	75.0
	77.7
	66.6
	33.3
	87.5
	50.0
	0.67
	72.2
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+sMRI – Discovery CHR
	31
	23
	17
	21
	58.7
	59.6
	57.5
	42.5
	64.6
	52.3
	0.57
	58.6
	0.11

	2-modalities: Environmental+sMRI – Replication CHR, all sites
	59
	14
	0
	1
	79.7
	0
	98.3
	100
	80.8
	0
	0.30
	50.0
	n.a.

	2-modalities: Environmental+sMRI – Replication CHR, old sites
	51
	11
	0
	0
	82.2
	0
	100
	100
	82.2
	n.a.
	0.60
	50.0
	n.a.

	2-modalities: Environmental+sMRI – Replication CHR, new sites
	8
	3
	0
	1
	66.6
	0
	88.8
	100
	72.7
	n.a.
	0.30
	50.0
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	B. ROD - GF Role Prediction
	TP
	FP
	TN
	FN
	acc
	spec
	sens
	FPR
	PPV
	NPV
	AUC
	BAC
	sign

	Environmental – Discovery ROD
	24
	17
	30
	24
	56.8
	63.8
	50.0
	36.2
	58.5
	55.6
	0.53
	56.9
	0.11

	Environmental – Replication ROD, all sites
	9
	2
	20
	35
	43.9
	90.9
	20.4
	9.1
	81.8
	36.3
	0.56
	55.6
	n.a.

	Environmental – Replication ROD, old sites
	7
	2
	15
	28
	42.3
	88.2
	20.0
	11.7
	77.7
	34.8
	0.54
	54.1
	n.a.

	Environmental – Replication ROD, new sites
	2
	0
	5
	7
	50.0
	100
	22.2
	0
	100
	41.6
	0.60
	61.1
	n.a.

	
Clinical – Discovery ROD
	30
	22
	25
	18
	57.9
	53.2
	62.5
	46.8
	57.7
	58.1
	0.62
	57.8
	0.12

	Clinical – Replication ROD, all sites
	38
	10
	12
	6
	75.5
	54.5
	86.3
	45.5
	79.1
	66.6
	0.81
	70.5
	n.a.

	Clinical – Replication ROD, old sites
	31
	9
	8
	4
	75.0
	47.5
	88.3
	52.9
	77.5
	66.6
	0.78
	67.8
	n.a.

	Clinical – Replication ROD, new sites
	7
	1
	4
	2
	78.5
	80.0
	77.7
	20.0
	87.5
	66.6
	0.80
	78.8
	n.a.

	
sMRI – Discovery ROD
	24
	26
	21
	24
	47.4
	44.7
	50.0
	55.3
	48.0
	46.7
	0.49
	47.3
	0.72

	sMRI – Replication ROD, all sites
	40
	19
	3
	4
	65.2
	13.6
	90.9
	86.3
	67.7
	42.8
	0.53
	52.2
	n.a.

	sMRI – Replication ROD, old sites
	21
	12
	5
	14
	50.0
	29.4
	60.0
	70.5
	63.6
	26.3
	0.48
	44.7
	n.a.

	sMRI – Replication ROD, new sites
	4
	1
	4
	5
	57.1
	80.0
	44.4
	20.0
	80.0
	44.4
	0.61
	62.2
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3-modalities: Environmental+Clinical+sMRI – Discovery ROD
	29
	23
	24
	19
	55.8
	51.1
	60.4
	48.9
	55.8
	55.8
	0.54
	55.7
	0.16

	3-modalities: Environmental+Clinical+sMRI – Replication ROD, all sites
	22
	6
	16
	22
	57.6
	72.7
	50.0
	27.2
	78.5
	42.1
	0.53
	61.3
	n.a.

	3-modalities: Environmental+Clinical+sMRI – Replication ROD, old sites
	17
	6
	11
	18
	53.8
	64.7
	48.6
	35.2
	73.9
	37.9
	0.58
	56.6
	n.a.

	3-modalities: Environmental+Clinical+sMRI – Replication ROD, new sites
	5
	0
	5
	4
	71.4
	100
	55.5
	0
	100
	55.5
	0.78
	77.7
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+Clinical – Discovery ROD
	30
	21
	26
	18
	58.9
	55.3
	62.5
	44.7
	58.8
	59.1
	0.60
	58.9
	0.04*

	2-modalities: Environmental+Clinical – Replication ROD, all sites
	21
	17
	5
	23
	57.5
	77.2
	47.7
	22.7
	80.7
	42.5
	0.72
	62.5
	n.a.

	2-modalities: Environmental+Clinical – Replication ROD, old sites
	16
	4
	13
	19
	55.7
	76.4
	45.7
	23.5
	80.0
	40.6
	0.63
	61.1
	n.a.

	2-modalities: Environmental+Clinical – Replication ROD, new sites
	5
	1
	4
	4
	4.3
	80.0
	55.5
	0.0
	83.3
	50.0
	0.79
	67.7
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+sMRI – Discovery ROD
	25
	22
	25
	23
	52.6
	53.2
	52.1
	46.8
	53.2
	52.1
	0.52
	52.6
	0.31

	2-modalities: Environmental+sMRI – Relplication ROD, all sites
	17
	5
	17
	27
	51.5
	77.2
	38.6
	2.7
	77.2
	38.6
	0.53
	57.9
	n.a.

	2-modalities: Environmental+sMRI – Relplication ROD, old sites
	15
	4
	13
	20
	53.8
	76.4
	42.8
	23.5
	78.9
	39.4
	0.53
	59.6
	n.a.

	2-modalities: Environmental+sMRI – Relplication ROD, new sites
	2
	1
	4
	7
	42.8
	80.0
	22.2
	20.0
	66.6
	36.4
	0.57
	51.1
	n.a.


	
C.Transidagnostic (CHR+ROD)- GF Role Prediction
	TP
	FP
	TN
	FN
	acc
	spec
	sens
	FPR
	PPV
	NPV
	AUC
	BAC
	sign

	Environmental – Discovery (CHR+ROD)
	45
	26
	61
	55
	56.6
	70.1
	45.0
	29.8
	63.3
	52.5
	0.58
	57.7
	0.06

	Environmental – Replication (CHR+ROD), all sites
	16
	4
	32
	88
	34.3
	88.8
	15.4
	11.1
	80.0
	26.6
	0.58
	52.1
	n.a.

	Environmental – Replication (CHR+ROD), old sites
	13
	3
	25
	73
	33.3
	89.2
	15.1
	10.7
	81.2
	25.5
	0.57
	52.2
	n.a.

	Environmental – Replication (CHR+ROD), new sites
	3
	1
	7
	15
	38.4
	87.5
	16.6
	12.5
	75.0
	31.8
	0.51
	52.1
	n.a.

	Environmental – Replication (only CHR), all sites
	11
	2
	12
	49
	31.1
	85.7
	18.3
	4.2
	84.6
	19.6
	0.72
	52.0
	n.a.

	Environmental – Replication (only ROD), all sites
	5
	2
	20
	39
	57.8
	90.9
	11.3
	9.1
	71.4
	33.8
	0.68
	51.1
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Clinical – Discovery (CHR+ROD)
	61
	27
	60
	39
	64.7
	68.9
	61.0
	31.0
	69.3
	60.6
	0.72
	64.9
	0.02*

	Clinical – Replication (CHR+ROD), all sites
	67
	9
	27
	37
	67.1
	75.0
	64.4
	25.0
	88.1
	42.1
	0.74
	69.7
	n.a.

	Clinical – Replication (CHR+ROD), old sites
	55
	8
	20
	31
	65.7
	71.4
	63.9
	28.5
	87.3
	39.2
	0.75
	67.7
	n.a.

	Clinical – Replication (CHR+ROD), new sites
	12
	1
	7
	6
	73.1
	87.5
	66.6
	12.5
	92.3
	53.8
	0.88
	77.1
	n.a.

	Clinical – Replication (only CHR), all sites
	39
	6
	8
	21
	63.5
	57.1
	65.0
	2.8
	86.6
	27.6
	0.75
	61.1
	n.a.

	Clinical – Replication (only ROD), all sites
	28
	3
	19
	16
	71.2
	86.3
	63.6
	13.6
	90.3
	54.3
	0.72
	75.0
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	sMRI – Discovery (CHR+ROD)
	42
	35
	49
	58
	41.8
	41.6
	42.0
	58.3
	46.1
	37.6
	0.40
	41.8
	0.5

	sMRI – Replication (CHR+ROD), all sites
	56
	15
	21
	48
	55.0
	58.3
	53.8
	41.6
	78.8
	30.4
	0.59
	56.0
	n.a.

	sMRI – Replication (CHR+ROD), old sites
	43
	13
	15
	43
	50.8
	53.5
	50.0
	46.2
	76.7
	25.8
	0.63
	51.7
	n.a.

	sMRI – Replication (CHR+ROD), new sites
	13
	2
	6
	5
	73.1
	75.0
	72.2
	22.2
	86.6
	54.5
	0.67
	72.6
	n.a.

	sMRI – Replication (only CHR), all sites
	31
	6
	8
	29
	52.7
	57.1
	51.6
	42.8
	83.7
	21.6
	0.64
	54.4
	n.a.

	sMRI - Replication (only ROD), all sites
	25
	9
	13
	19
	57.6
	59.1
	56.8
	40.9
	73.6
	40.6
	0.55
	57.9
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3-modalities: Environmental+Clinical+sMRI – Discovery (CHR+ROD)
	58
	31
	56
	42
	60.9
	64.3
	58.0
	35.6
	65.1
	57.1
	0.67
	61.1
	0.04*

	3-modalities: Environmental+Clinical+sMRI - Replication (CHR+ROD), all sites
	61
	7
	29
	43
	64.2
	80.5
	58.6
	19.4
	89.7
	40.2
	0.75
	69.6
	n.a.

	3-modalities: Environmental+Clinical+sMRI - Replication (CHR+ROD), old sites
	49
	6
	22
	37
	62.2
	78.5
	56.9
	21.4
	89.1
	37.3
	0.72
	67.7
	n.a.

	3-modalities: Environmental+Clinical+sMRI - Replication (CHR+ROD), new sites
	12
	1
	7
	6
	73.1
	87.5
	66.6
	12.5
	92.3
	53.8
	0.78
	77.0
	n.a.

	3-modalities: Environmental+Clinical+sMRI - Replication (only CHR), all sites
	38
	4
	10
	22
	64.4
	71.4
	63.3
	28.5
	90.4
	31.2
	0.77
	67.4
	n.a.

	3-modalities: Environmental+Clinical+sMRI - Replication (only ROD), all sites
	23
	3
	19
	21
	63.3
	86.3
	2.2
	13.6
	88.4
	47.5
	0.72
	69.3
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+Clinical – Discovery (CHR+ROD)
	57
	59
	28
	43
	62.0
	67.8
	57.0
	32.1
	67.0
	57.8
	0.71
	62.4
	0.03*

	2-modalities: Environmental+Clinical – Replication (CHR+ROD), all sites
	61
	8
	28
	43
	63.5
	77.7
	58.6
	22.2
	88.4
	39.4
	0.74
	68.2
	n.a.

	2-modalities: Environmental+Clinical – Replication (CHR+ROD), old sites
	49
	7
	21
	37
	61.4
	75.0
	56.9
	25.0
	87.5
	36.2
	0.74
	66.0
	n.a.

	2-modalities: Environmental+Clinical – Replication (CHR+ROD), new sites
	12
	1
	7
	6
	73.1
	87.5
	66.6
	12.5
	92.3
	53.8
	0.77
	77.1
	n.a.

	2-modalities: Environmental+Clinical – Replication (only CHR), all sites
	36
	5
	9
	24
	60.8
	64.2
	60.0
	35.7
	87.8
	27.3
	0.76
	62.1
	n.a.

	2-modalities: Environmental+Clinical – Replication (only ROD), all sites
	25
	3
	19
	19
	66.6
	86.3
	56.8
	13.6
	89.2
	50.0
	0.73
	71.5
	n.a.

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2-modalities: Environmental+sMRI – Discovery (CHR+ROD)
	39
	32
	55
	61
	50.2
	63.2
	39.0
	36.7
	54.9
	47.4
	0.49
	51.1
	0.4

	2-modalities: Environmental+sMRI – Replication (CHR+ROD), all sites
	26
	3
	33
	78
	42.1
	91.6
	25.0
	8.3
	89.6
	29.7
	0.62
	58.3
	n.a.

	2-modalities: Environmental+sMRI – Replication (CHR+ROD), old sites
	23
	2
	26
	63
	42.9
	92.8
	26.7
	7.1
	92.0
	29.2
	0.58
	59.8
	n.a.

	2-modalities: Environmental+sMRI – Replication (CHR+ROD), new sites
	3
	1
	7
	15
	38.4
	87.5
	16.6
	12.5
	75.0
	31.8
	0.66
	52.1
	n.a.

	2-modalities: Environmental+sMRI – Replication (only CHR), all sites
	15
	2
	12
	45
	36.4
	85.7
	25.0
	14.3
	88.2
	21.1
	0.58
	55.3
	n.a.

	2-modalities: Environmental+sMRI - Replication (only ROD), all sites
	11
	1
	21
	33
	48.4
	95.4
	25.0
	4.5
	91.6
	38.8
	0.58
	60.2
	n.a.


Table S5: Permutation-based pairwise comparisons between discovery unimodal and multimodal classifiers’ performance. P values were FDR-corrected. Significant comparisons are marked in bold.
	
	
	
	
	
	
	

	A. CHR, GF:R Prediction
	Environmental
	Clinical
	sMRI
	Stacked_Environmental_Clinical_sMRI
	Stacked_Environmental_Clinical
	Stacked_Environmental_sMRI

	Environmental
	n.a.
	0.0057
	0.0001
	0.1457
	0.0086
	0.1144

	Clinical
	0.0057
	n.a.
	0.0001
	0.3316
	0.0232
	0.4943

	sMRI
	0.0001
	0.0001
	n.a.
	0.0001
	0.0001
	0.0302

	3-modalities: Environmental+Clinical+sMRI
	0.1457
	0.3316
	0.0001
	n.a.
	0.5377
	0.0025

	2-modalities: Environmental+Clinical
	0.0086
	0.0232
	0.0001
	0.5377
	n.a.
	0.3642

	2-modalities: Environmental+sMRI
	0.1144
	0.4943
	0.0302
	0.0025
	0.3642
	n.a.

	
	
	
	
	
	
	

	B .ROD, GF:R Prediction
	Environmental
	Clinical
	sMRI
	Stacked_Environmental_Clinical_sMRI
	Stacked_Environmental_Clinical
	Stacked_Environmental_sMRI

	Environmental
	n.a.
	0.0126
	0.8846
	0.0681
	0.1036
	0.8341

	Clinical
	0.0126
	n.a.
	0.6808
	0.0711
	0.038
	0.765

	sMRI
	0.8846
	0.6808
	n.a.
	0.9902
	0.2795
	0.4685

	3-modalities: Environmental+Clinical+sMRI
	0.0681
	0.0711
	0.9902
	n.a.
	0.2442
	0.336

	2-modalities: Environmental+Clinical
	0.1036
	0.038
	0.2795
	0.2442
	n.a.
	0.1274

	2-modalities: Environmental+sMRI
	0.8341
	0.765
	0.4685
	0.336
	0.1274
	n.a.









Table S6: Performance of the Quade tests performed to compare validation performances of algorithms run (i) on the discovery sample; (ii) on the full validation sample (10 sites); (iii) on the old validation sites (7 sites); (iv) on the new validation sites (3 sites) in only CHR (S6A), only ROD (S6B), and transdiagnostically (CHR+ROD, Table S6C).
	A. Quade test, CHR

	Discovery vs. Validation all sites
Quade W, p uncorr
	Discovery vs. Validation old sites
Quade W, p uncorr
	Discovery vs. Validation new sites
Quade W, p uncorr

	Environmental
	1.70, 0.33
	1.70, 0.33
	1.70, 0.33

	Clinical
	4.55, 0.12
	4.55, 0.12
	4.55, 0.12

	sMRI
	2.84, 0.21
	2.84, 0.21
	2.84, 0.21

	3-modalities: Environmental+Clinical+sMRI
	4.55, 0.12
	4.55, 0.12
	1.64, 0.30

	2-modalities: Environmental+Clinical
	0.72, 0.61
	0.72, 0.61
	0.61, 0.65

	2-modalities:  Environmental+sMRI
	9.00, 0.05
	8.28, 0.06
	9.00, 0.05







	B. Quade test, ROD

	Discovery vs. Validation all sites
Quade W, p uncorr
	Discovery vs. Validation old sites
Quade W, p uncorr
	Discovery vs. Validation new sites
Quade W, p uncorr

	Environmental
	2.92, 0.21
	2.92, 0.21
	3.18, 0.18

	Clinical
	9.00, 0.05
	4.55, 0.12
	4.55, 0.12

	sMRI
	2.92, 0.20
	1.68, 0.34
	0.42, 0.74

	3-modalities: Environmental+Clinical+sMRI
	1.39, 0,39
	1.00, 0,50
	0.84, 0.55

	2-modalities: Environmental+Clinical
	0.51, 0.70
	0.72, 0.60
	2.92, 0.20

	2-modalities: Environmental+sMRI
	1.72, 0.33
	1.64, 0.34
	1.64, 0.34



	C. Quade test,
Transdiagnostic (CHR+ROD)
	Discovery vs. Validation all sites
Quade W, p uncorr
	Discovery vs. Validation old sites
Quade W, p uncorr
	Discovery vs. Validation new sites
Quade W, p uncorr
	Discovery vs. Validation only CHR, all sites
Quade W, p uncorr
	Discovery vs. Validation only ROD, all sitesQuade W, p uncorr

	Environmental
	4.55, 0.12
	4.55, 0.12
	4.55, 0.12
	4.55, 0.12
	4.55, 0.12

	Clinical
	4.55, 0.12
	4.55, 0.12
	9.00, 0.05
	4.55, 0.12
	9.00, 0.05

	sMRI
	1.94, 0.29
	3.18, 0.18
	1.38, 0.39
	1.94, 0.29
	1.94, 0.29

	3-modalities: Environmental+Clinical+sMRI
	4.55, 0.12
	4.55, 0.12
	9.00, 0.05
	4.55, 0.12
	4.55, 0.12

	2-modalities: Environmental+Clinical
	0.72, 0.60
	0.72, 0.60
	0.51, 0.70
	0.66, 0.62
	0.60, 0.65

	2-modalities: 
Environmental+sMRI
	9.00, 0.05
	9.00, 0.05
	9.00, 0.05
	4.55, 0.12
	9.00, 0.05


Table S7: Performance of all environmental models generated through the feature knock-out procedure. All models were tested in clinical high-risk (CHR) and recent-onset depression (ROD) individuals for Global Functioning: Role (GF:R) outcome at follow up without altering the original machine learning pipeline. Abbreviations: TP= True Positives; FP= False Positives; TN= True Negatives; FN= False Negatives; acc=accuracy; spec= specificity; sens= sensitivity; FPR= False Positive Rate; PPV= Positive Predictive Value; NPV= Negative Predictive Value; AUC= Area Under the Curve; BAC= Balanced Accuracy; sign = significance; PAS= Premorbid Adjustment Scale.
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	A. CHR – GF:R Prediction
	TP
	FP
	TN
	FN
	acc
	spec
	sens
	FPR
	PPV
	NPV
	AUC
	BAC
	Fscore

	All features minus Child Trauma Quest
	34
	15
	25
	18
	64.1
	62.5
	65.4
	37.5
	69.4
	58.1
	0.61
	63.9
	0.7

	All features minus PAS Childhood
	35
	19
	21
	17
	60.9
	52.5
	67.3
	47.5
	64.8
	55.3
	0.61
	59.9
	0.7

	All features minus PAS Early Adol
	32
	13
	27
	20
	64.1
	67.5
	61.5
	32.5
	71.1
	57.4
	0.64
	64.5
	0.7

	All features minus PAS Late Adol
	31
	13
	27
	21
	63.0
	67.5
	59.6
	32.5
	70.5
	56.2
	0.61
	63.6
	0.6

	All features minus PAS Adulthood
	31
	17
	23
	21
	58.7
	57.7
	59.6
	42.5
	64.6
	52.3
	0.57
	58.6
	0.6

	All features minus Bullying Scale
	27
	18
	22
	25
	53.5
	55.0
	51.9
	45.0
	60.0
	46.8
	0.55
	53.5
	0.6

	Full Environmental Classifier (6 features)
	34
	13
	27
	18
	66.3
	67.5
	65.4
	32.5
	72.3
	60.0
	0.63
	66.4
	0.7

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	B. CHR - ROD GF:R Prediction
	TP
	FP
	TN
	FN
	acc
	spec
	sens
	FPR
	PPV
	NPV
	AUC
	BAC
	Fscore

	All features minus Child Trauma Quest
	22
	18
	29
	26
	53.7
	61.7
	45.8
	38.3
	55.0
	52.7
	0.52
	53.8
	0.6

	All features minus PAS Childhood
	26
	16
	31
	22
	60.0
	66.0
	54.2
	34.0
	61.9
	58.5
	0.55
	60.1
	0.6

	All features minus PAS Early Adol
	23
	17
	30
	25
	55.8
	63.8
	47.9
	36.2
	57.5
	54.5
	0.54
	55.9
	0.6

	All features minus PAS Late Adol
	24
	18
	29
	24
	55.8
	61.7
	50.0
	38.3
	57.1
	54.7
	0.51
	55.9
	0.6

	All features minus PAS Adulthood
	23
	29
	18
	25
	43.2
	38.3
	47.9
	61.7
	44.2
	41.9
	0.37
	43.1
	0.3

	All features minus Bullying Scale
	22
	16
	31
	26
	55.8
	66.0
	45.8
	34.0
	57.9
	54.4
	0.53
	55.9
	0.6

	Full Environmental Classifier (6 features)
	24
	17
	30
	24
	56.8
	63.8
	50.0
	36.2
	58.5
	55.6
	0.53
	56.9
	0.5





Table S8: Performance of the machine learning regression analyses conducted on environmental-based decision scores predicting role outcome based on, respectively, clinical and sMRI raw data, in clinical high-risk, CHR (panel A), and recent-onset depression, ROD (panel B). Model significances were assessed by computing R Square in 1000 random distributions and comparing them to the observed R Square of the respective regression model. P values were adjusted for multiple comparisons using the false-discovery rate (FDR). FDR-corrected significant models are reported with a (*). Abbreviations: GF:R=Global Functioning Role; sMRI= structural MRI; CI= Confidence Interval.
	
	A. CHR, regression on Environmental GF:R decision scores
	Clinical
	sMRI

	
	R-Squared (explained variance, %)
	1.99
	6.56

	
	Pearson r
	0.14
	-0.26

	
	Pearson r (95CI_lower)
	-0.07
	-0.44

	
	Pearson r (95CI_upper)
	0.34
	-0.05

	
	T value
	1.35
	-2.51

	
	P value (permutation based, FDR corrected)
	0.24
	0.02*

	
	Mean Squared Error
	0.77
	0.85

	
	Root Mean Square Error
	17.87
	19.27

	
	
	
	

	
	B. ROD, regression on Environmental GF:R decision scores
	Clinical
	sMRI

	
	R-Squared (explained variance, %)
	9.18
	0.03

	
	Pearson r
	0.30
	0.02

	
	Pearson r (95CI_lower)
	0.11
	-0.18

	
	Pearson r (95CI_upper)
	0.48
	0.22

	
	T value
	3.07
	0.17

	
	P value (permutation based, FDR corrected)
	0.01*
	0.87

	
	Mean Squared Error
	0.68
	0.70

	
	Root Mean Square Error
	16.98
	17.91




Table S9: mean Cross Validation Ratio (CVR) scores (tables A and B) and Feature Weights (table C) for each feature within (A) the environmental classifier, (B) the clinical classifier, and (C) the stacked environmental+clinical classifier.

	A. Environment
	CHR
	ROD
	CHR+ROD

	Childhood Trauma Quest
		0.354



	0.130
	0.204

	Pas Childhood
	0.281
	0.259
	0.067

	Pas Early Adol
	0.0691
	0.386
	0.117

	Pas Late Adol
	0.284
	0.237
	0.621

	Pas Adulthood
	0.568
	0.760
	0.968

	Bullying Scale
	0.289
	0.058
	0.112



	B. Clinical
	CHR
	ROD
	CHR+ROD

	GFS_Current
		0.020



	0.561
	0.627

	GFS_LowestPastYear
	0.082
	0.145
	0.861

	GFS_HighestPastYear
	0.003
	0.008
	0.364

	GFS_HighestLifetime
	0.097
	0.564
	0.636

	GFR_Current
	0.288
	0.090
	0.980

	GFR_LowestPastYear
	0.537
	0.005
	0.735

	GFR_HighestPastYear
	0.299
	0.026
	0.929

	GFR_HighestLifetime
	0.190
	0.064
	0.386



	C. Combined Clinical+Environment
	CHR
	ROD
	
CHR+ROD

	Clinical classifier
		0.965



	0.775
	0.968

	Environmental Classifier
	0.175
	0.631
	0.138



Table S10: results of the feature permutation test for the clinical (Table A) and environmental (Table B) unimodal classifiers. In each cell, permuted p values (1000 permutations) are reported.

	A. Environment
	CHR
	ROD

	Childhood Trauma Quest
	0.041
	0.557

	Pas Childhood
	0.004
	0.013

	Pas Early Adol
	0.0916
	0.198

	Pas Late Adol
	0.0007
	0.782

	Pas Adulthood
	0.01
	0.951

	Bullying Scale
	0.0007
	0.270



	B. Global Functioning
	CHR
	ROD

	GFS_Current
	0.034
	0.437

	GFS_LowestPastYear
	0.0009
	0.487

	GFS_HighestPastYear
	0.0001
	0.053

	GFS_HighestLifetime
	0.001
	0.143

	GFR_Current
	0.499
	0.264

	GFR_LowestPastYear
	0.518
	0.458

	GFR_HighestPastYear
	0.582
	0.056

	GFR_HighestLifetime
	0.0001
	0.112
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