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ESM Methods. Mendelian randomization assumptions and methods
Causal inference in traditional observational epidemiological studies is limited due to confounding and reverse causation. MR is a method that can be used to uncover causal relationships between exposure and outcome in the presence of such limitations (Lawlor et al., 2008). MR uses SNPs to genetically predict exposures. MR estimates are unconfounded, and thus valid estimates of causality, under a number of key assumptions. The first is the relevance assumption, which assumes that the genetic instruments are strongly associated with the exposure; this assumption is satisfied by the selection of SNPs with robust genome-wide significant (P<5x10-8) and replicated associations, while in addition SNP data from both exposure and outcome GWAS are derived from samples of the same underlying target population, in the present case, general European ancestry. The second is the independence assumption, which requires that genetic instruments are not associated with any confounder of the relationship between exposure and outcome; this is assumed to be true due to Mendel’s law of independent segregation, in which genetic variants for a certain trait are inherited independently of other traits. The third is the exclusion restriction criterion, which requires that any effect of the genetic instrument on the outcome variable is solely through the exposure variable. This assumption might be violated due to horizontal pleiotropy, in which a genetic instrument might have direct effects on both the exposure and the outcome. The multivariable Mendelian randomization (MVMR) analysis requires similar assumptions: Firstly, the exposures must be strongly predicted by the SNPs given the other exposures included in the model; Secondly, the SNPs must be independent of the outcome Y given all of the exposures included in the model; Thirdly, the SNPs independent of all confounders of any of the exposures and the outcome Y.
To assess robustness of our results against horizontal pleiotropy, we performed sensitivity analyses. Firstly, we assessed the heterogeneity of Wald ratios (i.e. single SNP MR effect estimates) to find evidence of potential pleiotropy; large heterogeneity in Wald ratios is suggestive of horizontal pleiotropy (ESM Table 1). Second, we examined MR funnel plots of Wald ratios; asymmetry in the funnel plots is suggestive of directional horizontal pleiotropy (data not shown). Third, we examined the Egger intercept; significant deviation from a zero intercept is suggestive of directional horizontal pleiotropy. Finally, we conducted sensitivity MR analyses that relax the exclusion restriction criterion using the MOE framework, such as: a) Mendelian randomization-Egger (MR-Egger) (Schmidt & Dudbridge, 2018; Bowden et al., 2015), which allows for estimation of causal effects in the presence of directional horizontal pleiotropy, but assumes that the SNP strength is independent of the direct SNP effect on the outcome (InSIDE assumption); and b) weighted median MR (Bowden et al., 2016), which is based on the median Wald estimate and allows for consistent estimation even when up to 50% of the information comes from invalid, pleiotropic SNPs. Additional assumptions for the two-sample setting of the present study include that sample should represent the same underlying population (in the present study, a European ancestry population) with minimal sample overlap between studies. We additionally test the reliability of our estimates by replicating the recently published paper’s results (Baranova et al., 2023). We rerun the ADHD to T2D analysis based on the same method and dataset used in Baranova’s study, which used 26 SNPs of ADHD and the updated T2D GWAS data (Mahajan et al., 2022).
In this study, the combined mediation effects were quantified via multivariable Mendelian Randomization (MVMR), in which we firstly obtained the direct effect of ADHD and the indirect effect of mediators’ combination then be estimated by subtracting the direct effect from the total effect. The proportion mediated is calculated by dividing the indirect effect by the total effect. In this case, the indirect effect and the proportion mediated are the function of total effect and direct effect, therefore, the standard error (SE) and confidence intervals (CI) can be calculated through the bootstrap method or the delta method. Functions are listed below:


The bootstrap is a simulation method for computing standard errors and distributions of statistics of interest, which employs an estimated data generating process for generating artiﬁcial (bootstrap) samples and computing the (bootstrap) draws of the statistic. As the bootstrap method is less restrictive than the delta method, for example, bootstrapping does not require normality, bootstrapping is a more accurate method of calculating confidence intervals or standard errors for transformations of parameters (Mandel, 2013). The general process of bootstrap is below:
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Figure 1. Schematics of the bootstrap process for estimating the standard error (Beran, 2008)
For the bootstrap method CI calculation, we firstly built models of total effect (univariable MR) and direct effect (MVMR). Then extracting the corresponding coefficients of total effect and direct effect to formulate the function of indirect effect and proportion mediated. The last step is to use the nonparametric bootstrapping based on 10,000 bootstrap sample estimates to generate the CI of each function (Canty, 2002). The bootstrapping was done via the “boot” R package.
The delta-method involves calculating the expansion up to the first order of a Taylor series approximation of a function (Herberg and Bristol, 1962) to derive the empirical value and the SE of an estimator. For example, an approximation to the covariance matrix of g(X) is given by:

Following the recommendation in a recent review on MR methods for mediation (Carter et al., 2021), we have additionally used the delta method to validate the CIs. The delta method estimation of SE includes three steps. The first step is to model the total effect (univariable MR) and direct effect (MVMR). The second step is to extract the coefficients and the variances of each estimate, which is used to construct the covariance matrix. At last, we calculated the SE of indirect effect and proportion mediated using the “deltamethod” function of  “msm” R package (Jackson, 2011).
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ESM Figure 1. Estimates of the proportion mediated by each individual mediator using the difference in coefficient method
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	ESM Figure 2. Reverse Mendelian randomization scatterplots (mediators to ADHD)

	A. BMI > ADHD 
	B. SBP > ADHD
	C. DBP > ADHD
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	D. TV watching > ADHD
	E. Smoking > ADHD
	F. Childhood BMI > ADHD
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	G. Childhood obesity > ADHD
	H. Educational attainment > ADHD
	I. CRP > ADHD
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	Mendelian randomization scatterplots. Y-axes represent SNP effects on ADHD. X-axes represent SNP effects on (A) BMI, (B) Systolic blood pressure, (C) Diastolic blood pressure, (D) TV watching, (E) Smoking (ever vs never), (F) Childhood BMI, (G) Childhood obesity, (H) Educational attainment, and (I) CRO. The lines represent pooled estimates of causal effects from inverse variance weighted analysis (lightblue), MR-Egger regression (darkblue), and weighted median analysis (yellow).
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Figure 1: Schematic of the bootstrap process for estimating the standard error of statistic s(x)
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