
SM Note 1: Experimental Materials

Consent Form

I would like to voluntarily participate in this study.

The study will take approx. 8 minutes.

As compensation, I will receive £1 GPB as a participation fee.

I understand that I will not be purposefully misled, I will not receive incorrect or false

information and feedback, and I will not be held in belief of false pretenses.

All data will be collected and saved anonymously.

I am free to discontinue participation at any time. Do you agree and consent to the above?

• I consent

• I do not consent

Study Instructions

In this study, you will be presented with a total of 20 scenarios.

In each scenario, you will be asked to consider the following hypothetical situation:

Scenario:

At work, you are tasked with choosing an investment among two alternatives. Each in-

vestment costs the same (£500,000) and, if successful, each investment would report similar

earnings to your company (£1,000,000). If the investment is not successful, the company

will lose the £500,000 invested.

Due to logistic reasons, the company has to choose one of the two alternative investments.

You (and everyone in your company) know the probability that investment 1 will be suc-

cessful. Everyone agrees on the % probability that investment 1 will be successful.

You have no information on the probability that investment 2 will be successful. However,

4 of your co-workers have been working on estimating the probability that investment 2 will
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be successful. These co-workers might or might not have access to the actual probability of

the investment being successful.

Your Task:

In each scenario, you will be presented with the probabilities estimated by your co-workers

that investment 2 will be successful.

Then, you will have to choose between investment 1 and investment 2 for different probabil-

ities of investment 1 being successful.

Specifically, you will be shown the following table. Each row represents a choice between

investment 1 (with the stated probability of being successful) and investment 2 (with the

probabilities of being successful estimated by your co-workers). You will have to choose

between investment 1 and 2 in each row.

To proceed with the study, please click next:

Attention Check

Before proceeding with the study, we would like to ask you a question to ensure that you

read the previous instructions:

In the following pages, you will be presented with a few scenarios about (select the one that

applies):

• Choosing investments

• Risk and safety regulations at work

• Risk perceptions among motor vehicle drivers
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Example of Scenario

You must choose between two investments that costs and pay the same. These are the

probabilities estimated by your co-workers that investment 2 will be successful:

Probability estimated by co-worker 1: 14%

Probability estimated by co-worker 2: 25%

Probability estimated by co-worker 3: 18%

Probability estimated by co-worker 4: 22%

Everyone in your company (including yourself) knows and agrees on the actual probability

that investment 1 will be successful. For each probability of investment 1 being successful,

would you choose investment 1 or investment 2?
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SM Note 2: Respondents’ Demographic Characteristics

In this section, I present an overview of the demographic characteristics of the 357 par-

ticipants that completed the online study. All participants were residents of the United

Kingdom.

• Gender: A total of 146 participants self-identified as males (40.9%), 202 as females

(56.6%). Information on gender was missing from 9 participants (2.5%).

• Ethnicity: A total of 316 participants self-identified as white (88.5%), 4 as black (1.1%),

12 as asian (3.4%), 9 as mixed (2.5%) and 4 selected the ”Other” category (1.1%).

Information on race was missing from 12 participants (3.4%).

• Age: The study participants had an average age of 41.2 years (SD = 13.2 years). In-

formation on age was missing from 9 participants (2.5%).The following image presents

the distribution of the participant’s age.

42



SM Note 3: Building Assumption Tests

In this supplemental note, I present detailed results of the Linear Mixed Models testing

the building assumption of my main model. Both models include participant-specific fixed

effects.

The left column (Model 1) presents the estimated parameters (with standard errors in paren-

theses) for a linear model regressing the participant and scenario-specific measure of the

subjective probability of success assigned to Investment 2 (SP) on the average probability

reported by the 4 hypothetical co-workers (P).

The right column (Model 2) presents the estimated parameters (with standard errors in

parentheses) for a linear model regressing the absolute size of the subjective probability

deviations from the average probability reported by the 4 hypothetical co-workers (|SP - P|)

on the standard deviation of the co-workers’ probability estimates (SD).

Table S1:

Dependent variable:

SP |SP-P|
(1) (2)

P 0.813∗∗∗

(0.005)

SD 0.135∗∗∗

(0.012)

Constant 0.063∗∗∗ 0.076∗∗∗

(0.005) (0.004)

Observations 7,140 7,140
Log Likelihood 5,985.649 8,108.648

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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SM Note 4: Estimation Details

The full model specification is estimated using a maximum likelihood routine. This model

is given by the following equation:

SPis = ps + (γsα)(1− ps − pβs ) + ϵis

Where SPis is the subjective probability assigned to Investment 2 being successful by par-

ticipant i in scenario s, ps and γs are the average and standard deviation of the co-workers’

subjective probabilities, and ϵis is a zero-mean normally distributed error term with σ2 vari-

ance. Hence, since:

ϵis ∼ N(0, σ2)

Then:

[SPis − ps − (γsα)(1− ps − pβs )]︸ ︷︷ ︸
ϵis

∼ N(0, σ2)

This model has 3 free parameters (α, β, and σ2). These parameters are obtained by

maximising the following log-likelihood function:

log l(α, β, σ2) =
−n

2
· ln(2π)− n

2
· ln(σ2)− 1

2σ2
·
∑

ϵ2is

Where ϵis = SPis−ps−(γsα)(1−ps−pβs ) and n equals the number of observations (n = 7,140).

I estimated this model using R´s optim function and the L-BFGS-B optimization algorithm.

Note that if σ2 is equal or lower than 0, the above log likelihood is not specified. Hence, I set a

minimum value of 0.0001 for σ2. To obtain the standard errors of the parameters’ estimates,

I employed a cluster bootstrap approach. Specifically, I created 1000 bootstrap data sets.

Each of these data sets consisted of all the data from a set 357 participants selected randomly

with replacement from the set of (the 357) study participants. Then, I estimated my model
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1000 times using each bootstrap data set once. Using these 1000 estimates of each model

parameter, I derived the parameters’ standard errors by calculating the standard deviation

of the 1000 parameters’ estimates.

SM Note 5: Robustness of Model Estimates to Inclusion

Criteria

In this note, I demonstrate that my main model estimates remain qualitatively the same

when employing less stringent data exclusion criteria. Specification 1 represents my main

model specification (the one presented in the main body of the paper). In this specification,

I excluded all responses from participants that at some point in the experiment 1) selected

an investment with a known success probability of 0, or 2) failed to select an investment

with a known success probability of 1. Specification 2 offers a different approach. Instead of

eliminating all responses from participants who deviated from the above two criteria at any

point, I omitted only specific responses (pertaining to certain scenarios) that demonstrated

such behavior. Consequently, this specification includes responses from most participants,

with some observations from certain participants being excluded. Specification 3 uses all

data from all participants. To do so, I assumed the following:

• If a participant favored an investment with a confirmed success probability of 0 over

an investment with an unknown probability, I inferred that the respondent assigned a

subjective success probability of 0 to the unknown-probability investment.

• If a participant favored an investment with an unknown probability over an investment

with a confirmed success probability of 1, I inferred that the respondent assigned a

subjective success probability of 1 to the unknown-probability investment.

In essence, in both cases, I assumed that the display of inconsistent or irrational behavior

was the result of the respondent’s indifference between the two investment options.
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In all three specifications, the model parameters were estimated by Maximum Likeli-

hood and the standard errors obtained by following a cluster bootstrap routine (with 1000

bootstraps for each model). The estimated parameters (with standard errors in parenthesis)

are presented in Table S2. Note that the qualitative properties of the estimated coefficients

remain the same across specifications. Namely, across specifications 1) the alpha parameter

is significantly different from 0, and 2) the beta parameter is significantly smaller than 1.

Table S2

Specification 1 Specification 2 Specification 3

α 0.674 0.997 0.921
(0.051) (0.049) (0.049)

β 0.337 0.514 0.403
(0.045) (0.035) (0.045)

σ2 0.015 0.020 0.033
(0.001) (0.001) (0.002)

Observations 7,140 11,032 12,040
Individuals 357 592 602
Log Likelihood 4,777.84 5,838.29 3,431.65
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SM Note 6: Model Recovery Analysis

In this supplemental note, I present the results of a model recovery analysis. To conduct

this analysis, I followed these steps:

1. I considered all combinations of the following alpha and beta values:

• α = (0.1 to 1 in increments of 0.1)

• β = (0.1 to 2 in increments of 0.1)

2. For each combination of alpha and beta values, I simulated the subjective probabilities

for 357 individuals, each facing 20 scenarios (i.e., various combinations of anchors

and levels of ambiguity). These 20 scenarios matched those used in the experimental

elicitation (i.e., included all combinations of situations with anchors ranging from 0.2

to 0.8 in increments of 0.2, and the amount of ambiguity from 0.05 to 0.25 in increments

of 0.05). To simulate the subjective probabilities assigned to an event by an individual

in a given scenario, I used the following function:

SPis = ps + (γsα)(1− ps − pβs ) + ϵis

Where ϵis is a random draw from a normal distribution with mean 0 and SD of 0.1 (thus

matching the distribution of the error term obtained in my empirical estimations), ps

is the anchoring probability in the given scenario, and γs the amount of ambiguity in

the given scenario.

3. Using the simulated data, I estimated my main model to obtain an estimate of alpha

and beta.

4. I repeated this process 100 times for each alpha and beta combination, resulting in a

total of 20,000 model estimations.
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5. I aggregated the data across various alpha and beta values and calculated the mean

absolute error (the average of the absolute differences between the estimated parame-

ters and the parameters used to create the simulated subjective probabilities) for both

alpha and beta.

6. I determined the parameter bias (the average difference between the estimated param-

eter and its value used in generating the simulated subjective probabilities) for both

alpha and beta.

In my results, I focus on both the parameter mean absolute error and the parameter bias.

In both cases, the results suggest good model recoverability. For instance, across parameter

values, the average mean absolute error was 0.007 for the alpha parameter and 0.015 for the

beta parameter. The average bias was even smaller: -0.002 for alpha and -0.005 for beta. In

the following figure, I present these results disaggregated by each parameter value used in

the subjective probability simulation. Specifically, plots a and b present the mean absolute

error and the mean bias of the estimated alpha parameters for different true values of alpha.

In plots c and d, I present the mean absolute error and the mean bias of the estimated beta

parameters for different true values of beta.
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(a) Alpha MAE (b) Alpha Bias

(c) Beta MAE (d) Beta Bias
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SM Note 7: Extended Simulations

In this supplemental note, I expand on the simulations presented in the main body of the

manuscript by considering the impact of information frictions of varying intensities. Specifi-

cally, in this note, I consider every combination of four levels of information quantity frictions

(where agents have access to information from 2, 4, 8, or all other agents in the group) and

five levels of information quality frictions (where agents perceive the subjective probability

assigned to an event by those in their network plus a normally distributed error term with

a mean of zero and standard deviation of 0, 0.025, 0.05, 0.075, or 0.1 respectively). This

yields a total of 20 information frictions specifications.

To conduct these additional simulations, I followed the same procedure I used in the main

body of the paper. That is, the simulations were performed on groups of 16 agents located

on a grid, with agent A11 being a stubborn agent. However, to streamline the computational

process, I incorporated two key changes:

1. Instead of considering events with true probabilities ranging from 0 to 1 in increments

of 0.01, I examined probabilities that ranged from 0 to 1 in 0.02 increments.

2. Instead of averaging results over 100 model repetitions, I did so over 50 repetitions.

These departures are expected to have a very minor impact on the simulation results,

while substantially lowering their computational costs. The rest of the simulation features

were kept as in the simulations presented in the main body of the paper.

In the following page, I present the resulting patterns of subjective probabilities after

50,000 model iterations for each specification of information frictions considered. Specif-

ically, each panel presents the resulting pattern of subjective probabilities under different

degrees of information availability frictions and a given information quality friction (denoted

by the standard deviation of the error term added to the agents’ perceptions of the sub-

jective probabilities of others). For instance, panel ”b” presents the resulting patterns of

risk perception when the agents perceive the subjective probabilities of others with an error
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terms that is normally distributed with mean 0 and a SD of 0.025. Panel ”a” presents the

resulting patterns of risk perception under no information quality frictions.

These results point to several important insights. First, these additional results go in line

with the results presented in the main body of the paper. Specifically, across specifications,

limits on the quality of the information that is socially shared leads to a more imprecise

information transmission process. On the other hand, limits on the amount of information

that is socially shared lead to a more precise information transmission process. Second,

information quantity frictions have a greater impact on the resulting subjective probabilities

of the group in the absence of information quality frictions. Even a mild error in perceiving

others’ subjective probabilities has a limiting effect on the impact of information quantity

frictions on the resulting pattern of subjective probabilities. Third, when information quality

frictions are large (i.e., when agents perceive the subjective probability assigned to an event

by those in their network plus a normally distributed error term with a mean of zero and

standard deviation of 0.1), introducing information availability frictions has a minor impact

on the resulting pattern of subjective probabilities.
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(a) SD = 0 (b) SD = 0.025

(c) SD = 0.05 (d) SD = 0.075

(e) SD = 0.1
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