Supplementary Material for “Multi-Group Regularized

Gaussian Variational Estimation: Fast Detection of

DIF”

In this document we list all the closed form updating formulas for the GVEM algorithm.
Most of these formulas are multi-group extensions of those in Cho et al. (2021), while L;-
penalized parameters 7,; and ng are updated in a similar way to those in Wang et al.
(2023).

In the E-step, the variational distribution of each latent variable ¢;(0;) = N (s, 3;) is

updated by
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where 7 € I,. The Gaussian approximation makes it easier to compute the expectation of
Q(A) with respect to ¢;(6;) than to p(6; | y;).
In the M-step, each model parameter in A is updated separately. The details are given

below.



« Local variational parameter §;; is updated by
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Although there are two solutions to = (0 that are negatives of each other, we can
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just take the positive one since 7(&;;) = n(—&;).

« Latent trait distribution parameters p, and flg are updated by
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 Item discrimination and difficulty parameters a; and b; are updated by setting their

corresponding first derivatives
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to zero, which results in closed form solutions
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Note that {a;}_x, = 0 because item j loads on dimensions in K only.

« To update DIF parameters v,; and ng which are L; penalized in @); with tuning
parameter A > 0, we adopt a quadratic approximation approach similar to Wang et al.
(2023): the closed form update rule of entry ¢ with respect to objective function @ is
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where S)(z) = sign(z) max(|z| — A, 0) is a soft thresholding operator (Donoho & John-
stone, 1995). Since
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we update 7,;; where k € K; and j3,; by
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for g = 2,...,G while fixing 73, = 0 and 5_1]- = 0 for the reference group.



and

When there is no penalty term such that A = 0, by directly setting both 8Q
Yoj

—— to zero, we obtain their closed form update rules
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« Finally, for model identification, we fix f1; = 0 and diag(X;) = 1 by letting

bj < bj — a;!-[,_l,l,
Byi < Byj + Vb,
Wi < i — B,
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for j=1,...,Jand g =1,...,G, where A; = diag ( diag(iﬁ) is a diagonal matrix

whose diagonal elements are the square roots of those of ¥;.
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