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A. Supplementary online material: Reformulation of State-Space representation to
DSEM-type representation of the structural model

For a person i, let
Mjits = Fjit@jis + Vjits (56)

with Fjie == (1,01ji,0—1, M2, Mjii—1M23, C24i), Ojts = (@215 B1jjs, B2jss wajjs, 1)y and vjes == Cujie-
Note that (1 has no index s, because it is assumed to be class-invariant. Equation (56) is a
single row (corresponding to person i) from 7, ;;, in Equation (26).

Then, some algebra leads to the following expressions:

Mits = (1, Mjit—1, 20> M1jit—172i5 C25i) (@215, B1jjss B2jss w2jjss 1) + Cijit (57)
= o1js + B1jjsMjit—1 + BojsN2i + wW2jjsNijie—17M2 + C2ji + C1jit
= ao1js + B2jsN2i + Coji + (Bijjs + wajjsh2i)Mjit—1 + Cijit
= 1jis +  bujjis  Myig—1 + Cljit (58)
—— -
a21js+B25sm2i+C255  BljjsTw25isN20
Note that a5 and byjjis are elements from ovy;5 (see Equation (4)) and By (see Equation (5))

corresponding to the j-th within-factor.
Equation (58) corresponds to the j-th within-factor (i.e., j-th row) in Equation (3).
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B. Supplementary online material: Population definition for the simulation study

TABLE 2.

Population level parameters: Means and standard deviations (SD) from the empirical example.

Parameter Mean SD
A10 1.02 0.16
Ao 0.80 0.56
ﬁl(S*l) 0.31 0.11
Bi(s=2) 0.52 0.14
62(521) -0.68 0.35
62(3_2) -0.47 0.29
Q21 (s=1) 0.02 0.12
21 (s=2) 0.33 0.14
Wa(s=1) 0.07 0.28
w2(5:2) 0.20 0.19
Y 1.48 0.05
Y2 -0.19 0.51
Y3 -0.60 0.36
Y4 -0.71  0.05
craj 0.09 0.05
o, 0.14  0.03
o, 0.20 0.0
ng 0.38 0.17
o? 0.82  0.10
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FIGURE 4.
Scale specific parameter estimates from the empirical example. Means and standard deviations for each parameter
across scales are indicated with crosses and lines.
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C. Supplementary online material: Parameter estimates from the empirical example

Parameter estimates for the latent discrete state

distribution and the Rhat statistic).

S

TABLE 3.
= 1 (Mean, SD, 2.5% and 97.5% percentiles of the posterior

Mean SD 2.5% 97.5% Rhat

omiee) 009 0.03 002 016 1.0
ooy 0.06 0.05 016 0.03 1.0
(oize—y)  -0.06 0.04 -0.14  0.03 1.0
Umigs—1y 007 005 -0.02 016 1.02
Uoise—y) 013 0.04 004 022 1.00
Umg—1) 012 004 003 021 101
Omrser) 018 0.06 -0.29  -0.06 1.2
Byier) 018 0.09 -0.35 -0.01 1.00
Baser) -0.87 015 -118  -0.60 1.00
Boze—t) 077 012 -1.02  -056 1.03
Bosa—1) 075 014 -1.02  -049 101
Bose—1) 081 013 -1.09 -0.57 101
Bogs—1) -0.22 012 046 000 1.01
Boremry) -112 017 -145 -0.79 101
Biis—1) 049 004 040 057 107
Bias—t) 0.33 004 025 041 1.02
Bise—t) 015 004 006 024 1.07
Bus—1y 022 005 012 032 1.02
Bisen)  0.38 004 030 045 101
Biss—1)  0.32 005 022 041 101
Birs—1) 028 004 020 035 101
wne—) 034 011 015 058 112
Wiy 011 0.09 -007 029 101
Wasemn)  -0.30 010 -0.50 -0.11  1.04
Wye—yy 017 010 -003 037 101
Wase—1y 011 007 -027 003  1.00
wage—y 046 013 021 072 101
—y -0.18 0.08 -0.34 -0.02 1.05
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distribution and the Rhat statistic).

TABLE 4.
Parameter estimates for the latent discrete state s = 2 (Mean, SD, 2.5% and 97.5% percentiles of the posterior

Mean SD 2.5% 97.5% Rhat

Aagiys—2) 0.14 003 009 020 1.03
Adgipemyy 051 0.04 044 059  1.03
Aagisses 028 003 023 034 1.0l
Aagiys—sy 038 004 030 046 1.03
Aagiss—zy 038 004 030 045 1.01
Aagigs—e) 018 0.04 011 026 1.03
AO(217(5_2) 0.32 0.05 0.23 0.41 1.03
AByemg) -0.05 0.08 -022 011 105
AByyezy -0.05 013 -0.30 023 103
AByysmay 032 011 013 054 105
ABays=zy 005 013 -0.20 031 107
Afgssgy 019 012 -0.06 042 1.04
ABggs—zy 001 012 -0.22 024 103
AByremzy 095 015 068 125 1.04
ABiys=2)  0.16 0.04 0.08 024 1.02
ABgs—)  -0.02 0.05 -0.12  0.09 1.02
Afigs—s 054 0.05 045 062 111
Buags—z) 0.16 005 0.06 027 1.03

ABisezy 010 0.04 001 018 102
ABigemay 020 0.05 010 030 1.02
ABize—y 035 0.04 026 043 103
Wysmzy 027 010 -047 -0.09 1.03

Awgy(emay 046 013 0.22 073 1.02
Awyy(sm) 031 0.08 016 048 1.0
Awyysmgy 008 011 -012 030 1.04
Awyssmgy 031 010 013 051  1.00
Aw%(sfg) -0.41 0.14 -0.69 -0.12 1.02
Awyre—y 045 013 021 073 1.04
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Mean SD 2.5% 97.5% Rhat
agn 0.06 0.00 0.05 0.06 1.00
% 0.08 0.01 0.07 0.09 1.01
oz, 005 0.00 005 006 1.00
agu 0.07 0.01 0.06  0.08 1.00
oz, 007 0.00 006 008 1.01
oz, 016 001 014 019 1.00
oz, 017 001 015 019 1.02
oz, 009 001 007 012 1.00
0§22 016 0.02 012 021 1.00
s 012 0.02 0.09 0.6 1.00
s 013 0.02 0.0 0.7 1.00
s 013 0.02 010 0.7  1.00
oz, 016 002 012 021 1.00
oz, 019 003 014 025 1.00
o7, 020 004 014 028 1.01
Py 010 0.00 0.09 010 1.00

TABLE 5.
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Parameter estimates for the Markov switching model (Mean, SD, 2.5% and 97.5% percentiles of the posterior distri-

bution and the Rhat statistic).

Mecan SD 2.5% 97.5% Rhat
Y2 -1.17 0.79 -2.67 0.42 1.03
v31  -0.10 0.34 -0.77 0.58 1.01
Y32 0.26 0.33 -0.40 0.91 1.02
v33 -0.83 048 -1.77 0.12 1.03
Y34 0.48 0.55 -0.58 1.54 1.03
v35 -0.56 042 -1.41 0.23 1.03
Y36 0.11 0.25 -0.38 0.58 1.01
v37  -0.71 0.21 -1.13 -0.31 1.03
Y41 -0.74 0.68 -2.10 0.54 1.06
Y2 -0.19 0.76 -1.73 1.24 1.02
Y43 -0.86 0.74 -2.32 0.57 1.04
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the Rhat statistic).

TABLE 6.
Parameter estimates for the factor loadings (Mean, SD, 2.5% and 97.5% percentiles of the posterior distribution and

Mean SD 2.5% 97.5% Rhat
A101 1.31 0.03 1.25 1.36 1.00
A102 0.92 0.03 0.86 0.97 1.00
A103 092 0.03 0.87 097 1.01
A104 0.89 0.03 0.83 0.95 1.01
A105 1.10 0.02 1.06 1.14  1.00
A106 1.01 0.02 0.97 1.06  1.00
A201 1.20 0.23 0.76 1.67 1.01
A202 0.41 0.22 0.04 0.87 1.01

TABLE 7.

Psychometrika

Parameter estimates for the residual variances of the items (Mean, SD, 2.5% and 97.5% percentiles of the posterior

distribution and the Rhat statistic).

Mean SD 2.5% 97.5% Rhat

o2, 0.35 0.01 0.32 0.37 1.00
o2, 0.22 0.01 0.20 0.24 1.00
o2, 0.58 0.02 0.55 0.62 1.00
o2, 0.23 0.01 0.22 0.25 1.00
o, 0.21 0.01 0.20 0.23 1.00
o 0.16 0.01 0.14 0.18 1.02
o2, 0.61 0.02 0.57 0.66 1.01
T2, 0.27 0.01 0.25 0.29 1.00
o2, 0.35 0.01 0.32 0.38 1.00
M 0.27 0.01 0.25 0.30 1.00
T2 0.22 0.01 0.20 0.24 1.00
o2, 0.35 0.02 0.32 0.39 1.01
o2, 0.53 0.02 0.49 0.57 1.00
2., 0.72 0.03 0.67 0.77 1.00
o2, 0.52 0.02 0.49 0.56  1.00
N 0.26 0.01 0.23 0.28 1.00
o2 0.53 0.02 0.50 0.57  1.00
o2, 0.82 0.10 0.64 1.04 1.00
o3, 0.73 0.09 0.56 0.93 1.00
0,2 0.92 0.11 0.72 1.16 1.00

€23
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D. Supplementary online material: Extended results for the empirical example

In this appendix, we present the detailed results for the empirical example predicting student
drop out from math. First, we will describe the results for the parameter estimates. Then we will
provide information about the forecast.

D.1. Owerall model results

Parameter estimates and credible intervals for all parameters are depicted in Figures 5 to 8.
Figure 5 shows the results for parameters on the latent discrete state s = 1 (no intention to quit).
The baseline scale for cognitive skills (IQ; indicated by BQ(SZD) was predictive for all seven
within-scales except for the positive affect (no PAP). Parameter estimates for this construct were
negative, that is, persons with higher cognitive skills had lower scores on the within level scales
such as stress. The auto-regressive coefficients (By(,—)) were positive for all seven within-scales
under (no intention to quit). This implied that students’ responses on these scales followed a
regular pattern. Several interactions between the within-scales and the cognitive skills could be
observed (§2y(,—1)): For being afraid to fail and negative affect (PAN) they were negative under
s = 1, implying that higher cognitive skills could diminish the negative effects of these scales. For
the scales content not important and no PAP the interaction effects were positive, implying that
persons who simultaneously had higher cognitive skills and expressed that they did not find the
content important were even more stable on this expression over time.

Figure 6 depicts the differences in the parameters between discrete states s =1 and s = 2
(intention to quit). Persons who switched from the discrete state s = 1 (no intention to quit) to
s = 2 (intention to quit) showed consistently higher values on all seven scales (Aau;(s—9)). This
provided evidence that the latent states actually indicated attitudes that can be considered to be
related to an intention to quit. The effects of the cognitive skills were similar in state s = 2
(intention to quit) compared to s = 1 (ABy(s=9)) except for PAN and being afraid to fail. For
these two scales, the effect of cognitive skills was smaller, that is, persons with different cognitive
skills had similar scores on these two scales (e.g. for PAN Bar(s=1) = —1.117 under s = 1 vs.
Bor(s=2) = Bar(s=1) + DPaz(s=2) = —0.163 under s = 2). The auto-regressive coefficients were
larger under s = 2 (as indicated with AB;(,_z)) except for the feeling that students used too
much time for studying. This implied that persons who intended to quit had stronger
auto-regressive coefficients of the dysfunctional affective state variables (e.g. for afraid to fail,
Big(s=1) = 0.149 under s = 1 vs. Bi3(5=2) = F13(s=1) + AB13(s=2) = 0.688 under s = 2). This means
that once a student got perturbed away from her baseline affective state, it took longer to return
to her baseline value. Under state s = 2 (intention to quit) the interactions tended to be smaller
in absolute size.

Figure 7 includes the variances at the within and between level as well as the estimate for the
transition probability Pip = P(Si = 1|S;—1 = 2). Within-level variances were similar and small
for the first five scales (e.g., content not important compared to the no PAP and PAN scales).
This implied that time-specific variation was larger for these last two scales. The between-level
variances were similar across the scales, showing that inter-individual differences were similar
across all seven scales. The ICC for the within-level scales lay between 0.496 and 0.692. This
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FIGURE 5.

State-specific parameter estimates from the empirical example for the discrete state s = 1 (no intention to quit).

Significant estimates (i.e., the 95% credible interval did not include zero) are indicated in black.
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FIGURE 6.

State-specific parameter estimates from the empirical example for the discrete state s = 2 (intention to quit).

Sig-

nificant differences between discrete states s = 1 and s = 2 (i.e., the 95% credible interval did not include zero) are

indicated in black.
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FIGURE 7.

Parameter estimates from the empirical example for the variances at within and between levels as well as transition
probability (Pi2). Significant estimates (i.e., the 95% credible interval did not include zero) are indicated in black.

implied that the scale levels had substantive inter-individual variation. Below, the forecast will
take this aspect into account by using person-specific levels (random effects) for the individual
forecast. The conditional transition probability from intention to quit to no intention to quit at
each time point was estimated at Pjo = P(Sit = 1|S;;—1 = 2) = 0.097. Accordingly, the
conditional probability to maintain an intention to quit after having this intention at the first
time is Pag = P(Sj; = 2|S;+—1 = 2) = 0.903. Note that this probability is neither the overall
probability for an intention to quit nor the same as the probability of the behavior to actually
drop out (which was 36.1%, see below).

Finally, Figure 8 shows the estimates for the prediction of the latent discrete states (Markov
switching model). This time-dependent switch was predicted primarily by PAN (negative affect)
and the scale being afraid to fail. This indicates that the switch to an intention of quitting is
associated particularly with negative affects and an expectation to fail the final exam. The
remaining variables were less predictive for the discrete state change. In addition, the interactions
between the cognitive skills (IQ) were close to zero.
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FIGURE 8.

Parameter estimates from the empirical example for the Markov switching model. Significant estimates (i.e., the 95%
credible interval did not include zero) are indicated in black. Negative estimates indicate that persons were more
likely to switch to the discrete state s = 2 (intention to quit).
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D.2. Results of the forecast: All measurement occasions

In addition to the 36.1% of persons who had actually quit the studies, a further 37.7%
showed a model-based state membership in the latent class s = 2 (intention to quit) at the final
time point t = 50 (i.e., a total of 73.8% of the students). The sensitivity of this intention for the
actual observed drop-out was 0.86 and its specificity lay at 0.33. This of course, was expected
because we assumed that more persons have an intention to quit than there are actually persons
who drop-out (as a behavior).

During the forecast period of 5 additional time points (/N;y = 5) this percentage increased to
40.2% (i.e., 3 more students were forecast to develop an intention to quit than at ¢ = 50). The
average time point to switch from s = 1 (no intention to quit) to s = 2 (intention to quit) was at
t =24.6 (SD = 8.9). For those persons who later showed an actual drop-out, this switch occurred
on average at t = 22.2 (SD = 6.5) which corresponds approximately to the 8th week of the math
study program. This was considerably earlier than the actual drop-out was observed (on average
at t = 45.0, SD = 11.9) which is approximately the 16th week of the math study program. Note
that the period around ¢ = 22.2 is the critical period when the risk of dropping out of math
studies becomes visible and potential interventions should be conducted then at the latest. This
corresponds to a difference of 8 weeks before the actual behavior occurs.

Figure 9 shows the average trends of the seven within scales by the two discrete states s =1

(no intention to quit) and s = 2 (intention to quit) separately. These scores were sampled from the
posterior distribution using the estimated factor scores during time points 1 through N, = 50 and
the forecast factor scores for the additional 5 time points (N¢+ = 5). The number of persons used
to average these factor scores were different at each time point (estimates for class-membership
were also drawn from the posterior distribution). Persons with an intention to quit (s = 2)
exhibited higher average scores particularly in the scales “too much time”, “afraid to fail”, “no
understanding”, “stress” and “PAN”. The scores for “no PAP” were overlapping and the scores
for the scale “content not important” were slightly higher for persons with an intention to quit.

The top panels (first row) in Figure 10 illustrate individual trajectories of two randomly
selected students. The smooth red lines show how the FFBS algorithm recovers the actual
trajectories based on the factor scores (blue). For the additional time points beyond N; = 50, the
forecast illustrates the future development of the students. Note how student #2 (first column) in
particular shows different trajectories compared to student student #5 in the two scale “afraid to
fail” and “PAN” which are indicative for their switch to the discrete state s = 2.

Figure 11 illustrates the probabilities 7;(2, s’), that is the probability to switch from s =1 to
s = 2 if a person had no intention to drop out at ¢t — 1 or to remain in s = 2 if the person already
showed an intention to drop out at ¢ — 1. The left student (#23) actually drops out (indicated
with the dotted vertical line). Student # 32 (middle panel) shows an intention to drop out late
during the time series, and student #50 (right panel) does not show an intention to drop out
during the majority of time points.
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FI1GURE 9.
State-specific average trajectories and their forecast beyond N; = 50. s = 1 (no intention to quit) and s = 2 (intention
to quit). Averages were taken at each time point based on the estimated membership in the discrete latent classes.

D.3. Results of the forecast: Half of the measurement occasions

In a second experiment, we used data only from the first Ny = 25 measurement occasions.
We then forecast an additional Ny = 25 measurement occasions. With this experiment, we
wanted to test individual factor scores that were forecast in comparison to the actual factor scores
estimated based on all measurement occasions. The forecast of the membership of the discrete
latent class at t = 50 was very similar to the one obtained from the whole sample used above with
an overlap of 81% identical classifications in Ssy. The average time point of switching was 23.1
(SD = 10.1); the correlation between the time points from this reduced sample and those
estimated from the full sample was 0.62.

The bottom panels (second row) in Figure 10 illustrate this forecast for two selected scales
for same two students as above. The factor score estimates obtained from the original complete
sample (with all measurement occasions) are shown in blue. They are used as a reference to judge
the forecast (red). The forecast intervals (FI) include these factor scores reliably. As is typical for
the FFBS method, the method is used as forecast for data points Ny, and it smoothes over the
actual data for the initial time points 1,...N; as can be seen nicely in Figure 10 (see also West &
Harrison, 1997; Petris et al., 2009). Thus, the estimates between t = 1,...25 are smoothed
predictions of the actual factor scores. Note that the prediction takes the inter-individual different
levels directly into account using the random effect estimates.
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Individual trajectories for two students (#2, #5). Blue indicates the factor score estimate based on all available
measurement occasions. Red indicates the forecast (¢ > 50) and the smoothing ({ < 50) in the top panels and
respective lines for a subset of the data with only 25 measurement occasions in the bottom panels. S indicates the
final membership in the discrete state (intention to quit) at ¢ = 55 (top panels) or ¢t = 50 (bottom panels).
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FIGURE 11.
Probabilities for the state switch m;(2,s’) for three students. Black indicates the probability with their credible
intervals in blue. Red indicates the states S. The left student (#23) actually drops out (indicated with the dotted
vertical line). Student # 32 (middle panel) shows an intention to drop out late during the time series, and student
#50 (right panel) does not show an intention to drop out during the majority of time points.



