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Additional simulation results with heavy-tailed innovations

In this section, we report on the simulation results with heavy-tailed innovations. That is,

t-distribution with degrees of freedom 5 is used instead of standard Normal innovations to

generate an autoregressive model of order 1 with parameter .5 in our simulation study. For fair

comparison with the standard Normal innovations, we also standardized t(5) distribution so that

it has a unit variance. Model parameters are the same as in our simulation study. That is, DGP2

has no connectivity changes, so it is used to calculate empirical size and DGP4 has connectivity

changes at t = 150 and t = 300. We do not observe any significant di↵erences with the standard

Normal case as can be seen from the following figures that should be compared to Figures 5, 7, 8

and 9 in the paper.

DGP2 with t(5) innovations
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Figure 1.

The estimated change points in DGP2 with 20 nodes. No change point in DGP2 and a band matrix is used for

covariance structure.
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Figure 2.

The estimated change points in DGP2 with 250 nodes. DGP2 has no connectivity changes.

DGP4 with t(5) innovations
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Figure 3.

The detection rates (top) and the estimated change points in DGP4 with 20 nodes. Connectivity changes at 150 and

300.



Psychometrika Submission November 29, 2022 4

0 100 200 300 400

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

DGP4−DCR

0 100 200 300 400

DGP4−PCA binary

0 100 200 300 400

DGP4−PCA sliding

0 100 200 300 400

DGP4−Max

De
te

cti
on

 ra
te

0 100 200 300 400

0
20

40
60

80
10
0

DGP4−DCR

0 100 200 300 400

DGP4−PCA binary

0 100 200 300 400

DGP4−PCA sliding

0 100 200 300 400

DGP4−Max

Su
bje

cts

Figure 4.

The detection rates (top) and the estimated change points in DGP4 with 250 nodes. Connectivity changes at time

points 150 and 300.

Modifications of DCR method

In this section, we detail our modifications of DCR method of Cribben et al. (2012) used in

the paper. Two modifications were made in detectR: one in calculating BIC reduction and the

other in finding change point. Note that Cribben et al. (2012) writes BIC based on the sample

{Xs, Xs+1, . . . , Xe} as

BIC(s : e) = tr((e�s+1)b⌃s,e
b⌦s,e)�(e�s+1) log |b⌦s,e|+ks,e ·log(e�s+1) =: NLL(s : e)+Pen(s : e),

(1)
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where s is the starting time and e is the end time, b⌃s,e = (e� s+ 1)�1Pe
t=sXtX 0

t and b⌦s,e is the

graphical lasso estimator of the precision matrix based on the sample {Xs, Xs+1, . . . , Xe} with

ks,e non-zero entries. BIC is the sum of the negative log likelihood and penalty terms, denoted

NLL(s : e) and Pen(s : e) in (1). Suppose that we are considering one change point.

1. BIC reduction at point t0:

• (DCR) DCR calculates BIC(1 : T )�
�
BIC(1 : t0) + BIC(t0 + 1 : T )

�
. Observe that it is

equal to the sum of the negative log likelihood reduction

NLL(1 : T )�NLL(1 : t0)�NLL(t0 + 1 : T ), and the reduction of penalty term

Pen(1 : T )� Pen(1 : t0)� Pen(t0 + 1 : T ), namely

k1,T · log T � k1,t0 · log t0 � kt0+1,T · log(T � t0).

• (Modification) The detectR uses the same negative likelihood reduction, but the

reduction of penalty term becomes k1,T · log T � (k1,t0 + kt0+1,T ) · log T . We modified

the penalty term to reflect the fact that the same sample of size T is used in

calculating BIC even with one change point at t0.

2. Change point estimator:

• (DCR) The point where the largest BIC reduction happens is the change point. It can

be written as

argmin
�<t0<T��

{BIC(1 : T )�
�
BIC(1 : t0) + BIC(t0 + 1 : T )

�
}.

• (Modification) The detectR finds the change point without the penalty terms as

argmin
�<t0<T��

{NLL(1 : T )�
�
NLL(1 : t0) + NLL(t0 + 1 : T )

�
},

since the penalty terms introduce bias in finding change point.
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