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Supplementary Table 1: Overview of patient descriptors and text embeddings/features used for predictor engineering
 
	Group
	Patient descriptor
	Lookbehind (days)
	Aggregation
	N

	Static
	Sex (male/female)
Age (years)
	-
	-
	2

	Hospital contacts
	All contacts
Psychiatric contacts
Somatic contacts
	10, 30, 180, 365
	Count
	8

	
	Admissions
	10, 30, 180, 365
	Count, sum of hours
	8

	Diagnoses (ICD-10)
	F0: Organic mental disorders
F1: Mental and behavioural disorders due to psychoactive substance use
F2: Schizophrenia, schizotypal, and delusional disorders
F20: Schizophrenia 
F25: Schizoaffective
F3: Mood/affective disorders
F30-F31: Manic and bipolar disorders
F4: Neurotic, stress-related, and somatoform disorders
F5: Behavioural syndromes associated with physiological disturbances and physical factors
F6: Disorders of adult personality and behaviour
F60.2-60.4 Cluster B personality (dissocial-,  borderline- and histrionic personality disorder)
F7: Mental retardation
F8: Disorders of psychological development
F9: Behavioural and emotional disorders with onset usually occurring in childhood and adolescence or unspecified mental disorder
	10, 30, 180, 365
	Boolean, count
	112

	Medication
	Antipsychotics
1.generation
2. Generation
Olanzapine
Clozapine
Depot antipsychotics
Olanzapine
Aripiprazole
Risperidone
Paliperidone
Haloperidol
Perphenazine
Zuclopenthixol
Anxiolytics
Hypnotics and sedatives
Antidepressants
Lithium
Alcohol dependence medications
Opioid dependence medications
Nervous system stimulants
Analgesics
	 10, 30, 180,365
	Boolean, count
	160

	Coercive measures
	Detention
Forced detention
Criteria for detention: Danger to self or others

	
	
	

	
	Compulsory treatment
Involuntary medication
Electroconvulsive therapy
Involuntary treatment of somatic illness
Physical force
Manual restraint
Mechanical restraint
Mechanical restraint with straps
	 10, 30, 180, 365
	Boolean, count, sum of hours
	132

	
	Chemical restraint
	10,30,180,365
	Boolean, count
	8

	Psychometric rating scales
	Brøset Violence Checklist score
Suicide Risk Assessment 
Hamilton-d17 score
Modified Bech-Rafaelsen Mania Scale score
	10, 30, 180, 365
	Mean, maximum, minimum, slope/change_per_day, variance
	80

	Lab results
	Plasma-lithium
Plasma-clozapine
Plasma-olanzapine
Plasma-aripiprazole
Plasma-risperidone
Plasma-paliperidone
Plasma-haloperidol
Plasma-paracetamol
Plasma-ethanol
Plasma-nortriptyline
Plasma-clomipsramine
	10, 30, 180, 365
	Mean, maximum, minimum, latest
	176

	
	Cancelled lab tests

	10, 30,180, 365
	Boolean, count
	8

	Text features/embeddings
	Term-frequency Inverse document frequency features
	180
	All notes within 180 days from a prediction time were concatenated to a single document and TF-IDF scores were calculated for the 750 uni- and bi-grams in the vocabularyf.  
	750

	
	Sentence transformers embeddings
	180
	Embeddings, each with 384 dimensions, were generated from the first 512 tokens of each note within the 180 days window These were then averaged to create an aggregate embedding with 384 dimensions.
 
	384





































Supplementary Table 2: EHR clinical note types used for text features/embeddings

	EHR clinical note types

	Subjective mental state

	Subjective physical state

	Current objective mental state

	Current social functioning

	Semistructured diagnostic interview

	Observation of patient

	Reason for contact

	Telephone consultation note

	Appointments

	Consultation with a Treatment Objective

	Conclusion/final assessment
















































Supplementary Table 3: Hyperparameter tuning options during model training
	Preprocessing

	

	Imputation method for predictors with no data
	Most frequent value, mean, median or no
imputation (only possible for XGBoost).


	Scaling
	z-score-normalisation or no scaling


	Predictor selection
	Chi-squared or none 


	Predictor selection percentilea
	Between 1 and 90 (N/A).


	Lookbehind combination
(days)b
	One of either
• [10,30, 180, 365]
• [10,30,180]
• [10,180]
• [10,180,365]

	Model hyperparameters
	

	XGBoost
	

	N estimators
	[100; 1200]

	Alpha
	[10-8; 0.1]

	Lambda
	[10-8; 1.0]

	Max depth
	[1; 10]

	Learning rate
	[10-8; 1]

	Gamma
	[10-8; 10-4]

	Grow policy
	Either depthwise or lossguide

	Elastic Net
	

	Penalty solver
	Elasticnet SAGA

	C
	[10-5; 1] 

	L1 ratio
	[10-5; 1]



a Feature selection rank-orders possible predictors by their chi-squared value. For e.g., the 10-th percentile, the top 10% of
features with the highest chi-squared values were kept, the rest were dropped.
b Features were constructed for lookbehinds of 10, 30, 180, 365,. Which subset to train on was
established as a hyperparameter, and one of the above combinations was selected for each training run.
























Supplementary Table 4: Hyperparameters from the best XGboost and Elastic Net models during cross-validation 
	Predictor set
	Preprocessing
	Model hyperarameters

	Model
	Imputation
	Scaling
	Predictor selection
	Predictor selection percentile
	Lookbehind combination
	N estimators
	Alpha
	Lambda
	Max deptha
	Learning rate
	Gamma
	Grow policy

	XGboost
	None
	z-score normalization
	None
	13
	[10,30,180,365]
	210
	0.061
	0.396
	2
	0.038
	0.0002
	depthwise

	
	
	
	
	
	
	tol
	C
	Intercept scaling
	Random state
	Penalty solver
	Max iter
	L1-ratio

	Elastic
Net
	Median
	z-score normalization
	F_classif
	32
	[10,180,365]
	0.0001
	0.0185
	Class_weight
	42
	Elasticnet_saga
	100
	0.926








Supplementary Table 5: Information gain of top 30 model predictors from best XGboost model (full predictor set)

	LOOKBEHIND WINDOW
	AGGREGATION FUNCTION
	PREDICTOR1
	INFORMATION GAIN

	180
	TF-IDF
	”ECT”
	0.020

	180
	Count
	Detention
	0.017

	365
	Boolean
	Detention
	0.016

	365
	Summed
	coercion due to danger to self or others
	0.016

	365
	Latest
	Plasma paracetamol 
	0.013

	180
	Sum
	Coercion due to danger to self or others
	0.012

	180
	Mean
	Brøset violence checklist score
	0.012

	180
	Sentence transformer
	Sentence embedding 308
	0.011

	180
	TF-IDF
	”police”
	0.011

	365
	Maximum
	Brøset violence checklist score
	0.011

	180
	Sentence transformer
	Sentence embedding 294
	0.011

	365
	Boolean
	Diagnosis of F9 disorders
	0.011

	180
	Sentence tranformer
	Sentence embedding 344
	0.011

	180
	Count
	Visits due to a physical disorder
	0.011

	180
	Maximum
	Suicide risk assessment score
	0.011

	180
	TF-IDF
	”social psychiatric institution”
	0.011

	180
	Sentence transformer
	Sentence embedding 122
	0.011

	10
	Boolean
	Detention
	0.011

	180
	TF-IDF
	”self-harm”
	0.010

	180
	Sentence transformer
	Sentence embedding 79
	0.010

	365
	Minimum
	Plasma paracetamol
	0.009

	180
	TF-IDF
	”the week”
	0.009

	180
	Sentence transformer
	Sentence embedding 276
	0.009

	180
	Sentence transformer
	Sentence embedding 219
	0.009

	180
	TF-IDF
	”woman”
	0.009

	365
	Count
	Diagnosis of F6 disorders
	0.009

	365
	Mean
	Suicide risk assessment score
	0.009

	365
	Count
	Coercion due to danger to self or others
	0.009

	365
	Mean
	Brøset violence checklist score
	0.009

	180
	Sentence transformer
	Sentence embedding 255
	0.009



1TF-IDF predictor labels are translated from Danish. 









































Supplementary Table 6: Standardised coefficients of top 30 model predictors from best elastic net model (full predictor set)


	LOOKBEHIND WINDOW
	AGGREGATION FUNCTION
	PREDICTOR1
	STANDARDISED COEFFICIENTS

	Top positive coefficients

	180
	TF-IDF
	”self-harm”
	0.13

	180
	Maximum
	Suicide Risk Score
	0.13

	365
	Boolean
	Detention
	0.12

	365
	Max
	Plasma paracetamol
	0.10

	180
	TF-IDF
	”social psychiatric institution”
	0.089

	180
	Count
	Visits due to a physical disorder
	0.076

	180
	Boolean
	Detention
	0.072

	180
	Count
	Involuntary medication
	0.072

	180
	Count
	Alcohol abstinence medications
	0.070

	365
	Boolean
	Diagnosis of F9 disorders
	0.064

	10
	Max
	Brøset violence checklist score
	0.064

	180
	TF-IDF
	“contact person”
	0.063

	180
	TF-IDF
	”eat”
	0.052

	180
	TF-IDF
	“mother”
	0.052

	180
	TF-IDF
	”simultaneously”
	0.050

	Top Negative Coefficients

	180
	TF-IDF
	”energy”
	-0.12

	10
	Boolean
	Clozapine
	-0.099

	180
	Minimum
	Plasma clozapine
	-0.083

	180
	Sentence tranformer
	Sentence embedding 340
	-0.071

	180
	TF-IDF
	”looking forward to”
	-0.070

	365
	Latest
	Plasma lithium
	-0.066

	180
	Count
	Coercion due to a physical disease
	-0.058

	180
	Sentence transformer
	Sentence embedding 338
	-0.053

	180
	TF-IDF
	”thursday”
	-0.053

	365
	Minimum
	Plasma clozapine
	-0.052

	180
	Sentence transformer
	Sentence embedding 374
	-0.048

	180
	TF-IDF
	”receive”
	-0.047

	180
	Sentence transformer
	Sentence embedding 344
	-0.046

	180
	TF-IDF
	”daughter”
	-0.044

	180
	TF-IDF
	”interest”
	-0.044



1TF-IDF predictor labels are translated from Danish. 
















































Supplementary Table 7: TRIPOD+AI checklist
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FIGURES

Supplementary Figure 1: XGboost model robustness plots stratified on demographics and time frames
[image: ]
legend: Robustness of the model across different stratifications. The blue lines indicate the area under the receiver operating characteristics curve. Grey bars represent the proportion of prediction times in each bin. Error bars are 95%-confidence intervals from 100-fold bootstrap. Due to the low number in some of the bins, some bootstrapped folds contained only one class, resulting in missing error bars.


Supplementary Figure 2: Elastic net model robustness plots stratified on demographics and time frames
[image: ]
legend: Robustness of the model across different stratifications. The blue lines indicate the area under the receiver operating characteristics curve. Grey bars represent the proportion of prediction times in each bin. Error bars are 95%-confidence intervals from 100-fold bootstrap. Due to the low number in some of the bins, some bootstrapped folds contained only one class, resulting in missing error bars.



Supplementary Figure 3: Plots of calibration and distribution of predicted probabilities for the XGBoost model

[image: Et billede, der indeholder tekst, skærmbillede, linje/række, diagram

Automatisk genereret beskrivelse]

The best positive predicted rate was assessed at the best balance between sensitivity, specificity, negative predicted value, positive predicted value, and the number of unique predicted outcomes. Bins with <5 observations are not shown due to risk of identification of individual patients















Supplementary Figure 4: Plots of calibration and distribution of predicted probabilities for the elastic net model
[image: Et billede, der indeholder tekst, diagram, skærmbillede, linje/række

Automatisk genereret beskrivelse]


The best positive predicted rate was assessed at the best balance between sensitivity, specificity, negative predicted value, positive predicted value, and the number of unique predicted outcomes. Bins with <5 observations are not shown due to risk of identification of individual patients














Supplementary Figure 5: Decision curve analysis plot for both XGBoost and Elastic Net model
[image: Et billede, der indeholder tekst, linje/række, Kurve, diagram

Automatisk genereret beskrivelse]
In Decision Curve Analysis, it is customary to consider only the range of risk-thresholds that may reasonably be considered in clinical practice. Our upper bound of 0.20 represents around a one-in-five chance of having an involuntary admission within 6 months should nothing change, and it is unlikely that risk thresholds greater would be tolerated.

































Supplementary Figure 6: Cross-validated temporal stability over different training and validation sets for the XGBoost model

[image: Et billede, der indeholder tekst, linje/række, diagram, Font/skrifttype

Automatisk genereret beskrivelse]


The training period for all models starts in 2014, with end points varying between 2015 and 2020. Each model is validated using data from separate years starting from its training end point.





























Supplementary Figure 7: Cross-validated temporal stability over different training and validation sets for elastic net model
[image: Et billede, der indeholder tekst, linje/række, diagram, Font/skrifttype

Automatisk genereret beskrivelse]

The training period for all models starts in 2014, with end points varying between 2015 and 2020. Each model is validated using data from separate years starting from its training end point.
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TRAPOD+XI

Section/Topic Item '/):::{:’::::I‘,' Checklist item Reported
TITLE on page
Title ‘ ) ‘ D Tdentify the study as developing or evaluating the performance of a multivariable prediction model, the 1
> target population, and the outcome to be predicted

ABSTRACT
Abstract [ 2 ] D;E | See TRIPOD+AI for Abstracts checklist | 2
INTRODUCTION
Background : Explain the healthcare context (including whether diagnostic or prognostic) and rationale for developing

3a DiE ; ° ’ orl 3

or evaluating the prediction model, including references to existing models
. DE Describe the target population and the intended purpose of the prediction model in the context of the R

care pathway, including its intended users (c.g., healthcare professionals, patients, public)

3¢ D;E Describe any known health inequalities between sociodemographic groups N/A
Objectives 4 Specify the study objectives, including whether the study describes the development or validation of a

DE prediction model (or both) 34
METHODS
Data Describe the sources of data separately for the development and evaluation datasets (e.g., randomised
5a D:E trial, cohort, routine care or registry data), the rationale for using these data, and representativeness of 5
the data
Specify the dates of the collected participant data, including start and end of participant accrual; and, if
b DE ° 5
applicable, end of follow-up
Participants 6a D:E Specify key elements of the study setting (e.g., primary care, secondary care, general population)

including the number and location of centres
6b DE Describe the cligibility criteria for study participants 56
Give details of any treatments received, and how they were handled during model development or

6c DiE SO Not relevant
evaluation, if relevant
Data preparation S DE Describe any data pre-processing and quality checking, including whether this was similar across P
> relevant sociodemographic groups
Outcome Clearly define the outcome that is being predicted and the time horizon, including how and when
sa DE assessed, the rationale for choosing this outcome, and whether the method of outcome assessment is 6
consistent across sociodemographic groups
s DE If outcome assessment requires subjective interpretation, describe the qualifications and demographic | o relevant
; characteristics of the outcome assessors
8¢ D:E Report any actions to blind assessment of the outcome to be predicted Not relevant
Predictors % D Describe the choice of initial predictors (e.g., literature, previous models, all available predictors) and 7
any pre-selection of predictors before model building
. Clearly define all predictors, including how and when they were measured (and any actions to blind
9b DiE . .
assessment of predictors for the outcome and other predictors) 7
% DE If predictor measurement requires subjective interpretation, describe the qualifications and demographic | /1o
characteristics of the predictor assessors
Sample size Explain how the study size was arrived at (separately for development and evaluation), and justify that
10 DE the study size was sufficient to answer the research question. Include details of any sample size 6
calculation
Missing data 11 D:E Describe how missing data were handled. Provide reasons for omitting any data 9
Analytical methods | | > Describe how the data were used (e.g., for development and evaluation of model performance) in the
analysis, including whether the data were partitioned, considering any sample size requirements 6
126 b Depending on the type of model, describe how predictors were handled in the analyses (functional form, .
rescaling, transformation, or any standardisation). -
12 b Specify the type of model, rationale?, all model-building steps, including any hyperparameter tuning, 9

and method for internal validation

Describe if and how any heterogeneity in estimates of model parameter values and model performance
12d DiE was handled and quantified across clusters (e.g., hospitals, countries). See TRIPOD-Cluster for 9
additional considerations®

Specify all measures and plofs used (and their rationale) to evaluate model performance (e.g.,

12¢ DE discrimination, calibration, clinical utility) and, if relevant, to compare multiple models 9
ot . Describe any model updating (c.£., recalibration) arising from the model evaluation, cither overall o for )
particular sociodemographic groups or settings
128 " For model evaluation, describe how the model predictions were calculated (e.g., formula, code, object, 59
application programming interface)
Class imbalance 13 DE If class imbalance methods were used, state why and how this was done, and any subsequent methods to N/A
; recalibrate the model or the model predictions
Fairness 1 DE Describe any approaches that were used to address model fairmess and their rationale 9
Model ouput s b Specify the output of the prediction model (¢.&., probabilities, classification). Provide details and s

rationale for any classification and how the thresholds were identified

! D=items relevant only to the development of a prediction model; Eitems relating solely to the evaluation of a prediction model; D;E=items applicable

to both the development and evaluation of a prediction model

2 Separately for all model building approaches.

3 TRIPOD-Cluster is a checklist of reporting recommendations for studies developing or validating models that explicitly account for clustering or explore
heterogencity in model performance (eg, at different hospitals or centres). Debray ct al, BMJ 2023; 380: ¢071018 [DOI: 10.1136/bmj-2022-071018]
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TRIPOD+XI

Version: 11-January-2024

Training versus 16 DE Identify any differences between the development and evaluation data in healthcare setting, eligibility 6
evaluation ? criteria, outcome, and predictors
Ethical approval 17 DE Name the institutional research board or ethics committee that approved the study and describe the 9.10
’ participant-informed consent or the ethics committee waiver of informed consent
OPEN SCIENCE
Funding 18a D:E Give the source of funding and the role of the funders for the present study 18
gg:fi zsctts of 18b D:E Declare any conflicts of interest and financial disclosures for all authors 18
Protocol 18¢c D:E Indicate where the study protocol can be accessed or state that a protocol was not prepared 19
Registration 184 DE Provide registration information for the study, including register name and registration number, or state 19
i that the study was not registered
Data sharing 18e D:E Provide details of the availability of the study data 19
Code sharing 18f D;E Provide details of the availability of the analytical code* 19
PATIENT & PUBLIC INVOLVEMENT
Patient & Public 19 DE Provide details of any patient and public involvement during the design, conduct, reporting, 10
Involvement i interpretation, or dissemination of the study or state no involvement.
RESULTS
Participants 20a DE Describe the flow of participants through the study, including the number of participants with and 1
i without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful.
Report the characteristics overall and, where applicable, for each data source or setting, including the
20b DE key dates, key predictors (including demographics), treatments received, sample size, number of 11
’ outcome events, follow-up time, and amount of missing data. A table may be helpful. Report any
differences across key demographic groups.
20¢ E For model evaluation, §h0w a Cf)mparison with the development data of the distribution of important 1
predictors (demographics, predictors, and outcome).
Model development 1 DE Specity the number of participants and outcome events in each analysis (e.g., for model development, 1
i hyperparameter tuning, model evaluation)
Model Provide details of the full prediction model (e.g., formula, code, object, application programming
specification 22 D interface) to allow predictions in new individuals and to enable third-party evaluation and 11
implementation, including any restrictions to access or re-use (e.g., freely available, proprietary)?
Model ] Report model performance estimates with confidence intervals, including for any key subgroups (e.g., 1
performance 23a D:E sociodemographic). Consider plots to aid presentation.
23b DE If examined, report results of any heterogeneity in model performance across clusters. See TRIPOD 12
] Cluster for additional details’.
Model updating 24 E Report the results from any model updating, including the updated model and subsequent performance Not relevant
DISCUSSION
Interpretation 25 DE Give an overall interpretation of the main results, including issues of fairness in the context of the 14
i objectives and previous studies
Limitations . Discuss any limitations of the study (such as a non-representative sample, sample size, overfitting,
26 D;E S - . . . o 16-17
missing data) and their effects on any biases, statistical uncertainty, and generalizability
Usability of the Describe how poor quality or unavailable input data (e.g., predictor values) should be assessed and 7
. 27a D - : .
model in the handled when implementing the prediction model
context of current 27b D Specity whether users Will l?e requ.ired to interact in the handling of the input data or use of the model, Not relevant
care and what level of expertise is required of users
27e DE Discuss any next steps for future research, with a specific view to applicability and generalizability of 16
? the model
From: Collins GS, Moons KGM, Dhiman P, et al. BMJ 2024;385:¢078378. doi:10.1136/bmj-2023-078378
9

* This relates to the analysis code, for example, any data cleaning, feature engineering, model building, evaluation.
5 This relates to the code to implement the model to get estimates of risk for a new individual.
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Training versus 

evaluation 

16  D;E 

Identify any differences between the development and evaluation data in healthcare setting, eligibility 

criteria, outcome, and predictors 

 

Ethical approval 

17  D;E 

Name the institutional research board or ethics committee that approved the study and describe the 

participant-informed consent or the ethics committee waiver of informed consent 

 

OPEN SCIENCE  

Funding  18a  D;E  Give the source of funding and the role of the funders for the present study   

Conflicts of 

interest  

18b  D;E  Declare any conflicts of interest and financial disclosures for all authors 

 

Protocol  18c  D;E  Indicate where the study protocol can be accessed or state that a protocol was not prepared   

Registration 

18d  D;E 

Provide registration information for the study, including register name and registration number, or state 

that the study was not registered 

 

Data sharing  18e  D;E  Provide details of the availability of the study data   

Code sharing  18f  D;E  Provide details of the availability of the analytical code
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PATIENT & PUBLIC INVOLVEMENT 

Patient & Public 

Involvement 

19  D;E 

Provide details of any patient and public involvement during the design, conduct, reporting, 

interpretation, or dissemination of the study or state no involvement. 

 

RESULTS 

Participants 

20a  D;E 

Describe the flow of participants through the study, including the number of participants with and 

without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful. 

 

20b  D;E 

Report the characteristics overall and, where applicable, for each data source or setting, including the 

key dates, key predictors (including demographics), treatments received, sample size, number of 

outcome events, follow-up time, and amount of missing data. A table may be helpful. Report any 

differences across key demographic groups. 

 

20c  E 

For model evaluation, show a comparison with the development data of the distribution of important 

predictors (demographics, predictors, and outcome). 

 

Model development 

21  D;E 

Specify the number of participants and outcome events in each analysis (e.g., for model development, 

hyperparameter tuning, model evaluation) 

 

Model 

specification 

22  D 

Provide details of the full prediction model (e.g., formula, code, object, application programming 

interface) to allow predictions in new individuals and to enable third-party evaluation and 

implementation, including any restrictions to access or re-use (e.g., freely available, proprietary)
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Model 

performance 

23a  D;E 

Report model performance estimates with confidence intervals, including for any key subgroups (e.g., 

sociodemographic). Consider plots to aid presentation. 

 

23b  D;E 

If examined, report results of any heterogeneity in model performance across clusters. See TRIPOD 

Cluster for additional details

3

. 

 

Model updating  24  E  Report the results from any model updating, including the updated model and subsequent performance   

DISCUSSION 

Interpretation 

25  D;E 

Give an overall interpretation of the main results, including issues of fairness in the context of the 

objectives and previous studies 

 

Limitations 

26  D;E 

Discuss any limitations of the study (such as a non-representative sample, sample size, overfitting, 

missing data) and their effects on any biases, statistical uncertainty, and generalizability 

 

Usability of the 

model in the 

context of current 

care 

27a  D 

Describe how poor quality or unavailable input data (e.g., predictor values) should be assessed and 

handled when implementing the prediction model 

 

27b  D 

Specify whether users will be required to interact in the handling of the input data or use of the model, 

and what level of expertise is required of users 

 

27c  D;E 

Discuss any next steps for future research, with a specific view to applicability and generalizability of 

the model 

 

 

 

From: Collins GS, Moons KGM, Dhiman P, et al. BMJ 2024;385:e078378. doi:10.1136/bmj-2023-078378 

 

4

 This relates to the analysis code, for example, any data cleaning, feature engineering, model building, evaluation. 

5

 This relates to the code to implement the model to get estimates of risk for a new individual. 
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9-10

6

18
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16-17

7

16

Not relevant
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