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Notes on the Clay Mammoth sample preparation

Radiocarbon content can be measured for any carbon-containing material, but the measurement does not distinguish between carbon of different origins. To accurately date a sample, it is crucial to isolate and measure only carbon from the original material. To that end, collagen is the preferred fraction of subfossil bone or tooth samples for radiocarbon dating.

Elemental analysis of two pieces of a radius (outer and inner) of the Clay Mammoth signaled at best a marginal possibility of obtaining reliable 14C ages from these samples. The nitrogen contents were only 0.18% (inner) and 0.19% (outer). A minimum of 0.76% N is preferred to indicate sufficient collagen for dating Brock et al., 2010()
, although in some cases samples with lower nitrogen contents may be reliably dated Stafford et al., 1988()
.

Total organic carbon content of the bone samples was determined by stepped combustion of untreated bone powder. Samples were initially heated to 200 °C in the presence of excess O2. All products, including carbon species, liberated during this step were discarded. After evacuation, the sample was heated to 625 °C in the presence of excess O2, and the resulting CO2 was captured, purified and measured. The outer and inner bone pieces yielded 2.6 and 2.2% organic carbon, respectively. However, we were unable to extract an identifiable quantity of collagen from either piece of bone. 

In contrast, Clay Mammoth molar dentin was 2.77% nitrogen. It yielded 8.8% collagen, which was then denatured in pH 2 water at 60 °C, ultrafiltered, and dried to produce 6.3% purified gelatin (dry mass).
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Summary of elemental analyses performed on the Clay Mammoth.

Nominal Dentin Outer bone Inner bone

Cleaned bone or dentin

Weight percent C -- 8.74 4.71 4.65

Weight percent N >0.1 2.77 0.19 0.18

C:N ratio <11.0 3.68 28.91 30.13

Collagen

Weight percent C 44.4 ± 0.8 44.36 -- --

Weight percent N 15.9 ± 0.4 16.03 -- --

C:N ratio 3.26 ± 0.13 3.23 -- --
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Fig.S.1.  Photographs of selected 14C samples. These photographs are shown for demonstrative purposes and illustrate the incredible preservation of organic material at the site.
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Table S.2 – Model surface boulder ages using alternate production rate scaling models
	
	St
	De
	Du
	Li

	Sample Number
	10Be AgeA
	26Al AgeA
	10Be AgeA
	26Al AgeA
	10Be AgeA
	26Al AgeA
	10Be AgeA
	26Al AgeA

	
	ka
	ka
	ka
	ka
	ka
	ka
	ka
	ka

	ZR11-BL0
	153 ± 14
176 ± 10
	144 ± 14
166 ± 10
	134 ± 17
145 ± 8
	125 ± 16
136 ± 8
	132 ± 16
142 ± 8
	123 ± 16
133 ± 8
	128 ± 12
141 ± 8
	120 ± 13
132 ± 8


A
Top row of Be and Al model ages calculated using CRONUS-Earth online calculator (Balco et al., 2008), version 2.2, with scaling model indicated using “global” spallogenic SLHL production rate for 10Be. St = non-time-dependent Lal (1991)/Stone (2000), De = Desilets and Zreda (2003), Du = Dunai (2001), Li = Lifton et al. (2005). SLHL values are 4.49 ± 0.39 (St), 4.41 ± 0.52 (De), 4.43 ± 0.52 (Du), 4.87 ± 0.48 (Li) 10Be at g-1 yr-1. Bottom row (italicized) model ages calculated using a modified CRONUS-Earth calculator with scaling models indicated using Northeastern North America 10Be spallogenic SLHL production rate of Balco et al. (2009), restandardized to Nishiizumi et al. (2007). SLHL values are 3.92 ± 0.19 (St), 4.10 ± 0.20 (De), 4.13 ± 0.21 (Du), 4.48 ± 0.22 (Li) 10Be at g-1 yr-1. Muogenic production rates from Heisinger et al. (2002a, b) as implemented by Balco et al. (2008). Al SLHL production rates assume 10Be/26Al production ratio of 6.75.

Table S.3 – In situ cosmogenic nuclide depth profile data and results

	Sample 
Number
	PRIME 
ID
	Depth to sample top
	Sample Thickness
	Mass Quartz
	Be CarrierA
	10Be/9Be
	[10Be]B
	Mass Al
	26Al/27Al
	[26Al]B

	
	
	cm
	cm
	(g)
	(g)
	x10-13
	105 at g-1
	mg
	x10-13
	105 at g-1

	ZR11-BL28
	201101969
	28
	8
	28.753
	0.2650
	13.3 ± 0.4
	8.7 ± 0.2
	8.4 ± 0.2
	8.6 ± 0.4
	56.1 ± 2.6

	ZR11-BL36
	201101970
	36
	4
	26.619
	0.2632
	11.8 ± 0.2
	8.3 ± 0.1
	8.1 ± 0.2
	6.9 ± 0.9
	47.0 ± 6.1

	ZR11-BL49
	201101971
	49
	10
	27.364
	0.265
	8.2 ± 0.2
	5.6 ± 0.1
	9.1 ± 0.2
	4.9 ± 0.3
	36.5 ± 2.2

	ZR11-BL54
	201101972
	54
	10
	32.122
	0.2658
	8.8 ± 0.2
	5.2 ± 0.1
	7.3 ± 0.1
	5.7 ± 0.7
	28.9 ± 3.6

	ZR11-BL67
	201101973
	67
	10
	26.046
	0.2665
	6.9 ± 0.1
	5.0 ± 0.1
	8.2 ± 0.2
	4.6 ± 0.2
	32.6 ± 1.7

	ZR11-BL73
	201101974
	73
	6
	12.186
	0.2671
	2.8 ± 0.1
	4.1 ± 0.1
	6.7 ± 0.1
	2.2 ± 0.2
	27.5 ± 2.8

	ZR11-BL84
	201101975
	84
	7
	12.234
	0.2680
	2.3 ± 0.1
	3.4 ± 0.1
	46.0 ± 0.9
	0.3 ± 0.1
	21.9 ± 4.2


Note:
Uncertainties reported at 1level. Propagated uncertainties include error in blank, carrier mass, and counting statistics.
A
Be concentration in carrier solution is 1069 ppm. 

B
No Al carrier added. Stable Al concentrations in the quartz measured by ICP-OES, and converted to mass. 10Be and 26Al isotope ratios normalized to 10Be and 26Al standards prepared by Nishiizumi et al. (2007) (10Be/9Be = 6.320 x 10-12) and Nishiizumi (2004) (26Al/27Al = 4.694 x 10-12), respectively, using 10Be and 26Al mean lives of 2.005 Myr and 1.02 Myr, respectively. A procedural blank of 6.47±2.50 x 105 at/g carrier (0.2149 g, 10Be/9Be = 9.06±3.49 x 10-15) was used for background correction. Procedural blank for 26Al was not detectable.

Table S.4– In situ cosmogenic depth profile modeling results
	Assumed Profile Density (g cm-3)
	2.2
	2.4
	2.5
	2.6
	2.7

	
Sample
	Mass depthA
g cm-2
	Mass depthA
g cm-2
	Mass depthA
g cm-2
	Mass depthA
g cm-2
	Mass depthA
g cm-2

	ZR11-BL28
	70 ± 9
	77 ± 9.6
	80 ± 10
	83 ± 10
	86 ± 11

	ZR11-BL36
	84 ± 4
	91 ± 4.8
	95 ± 5
	99 ± 5
	103 ± 5

	ZR11-BL49
	119 ± 11
	130 ± 12
	135 ± 12
	140 ± 13
	146 ± 14

	ZR11-BL54
	130 ± 11
	142 ± 12
	148 ± 12
	153 ± 13
	159 ± 14

	ZR11-BL67
	158 ± 11
	173 ± 12
	180 ± 12
	187 ± 13
	194 ± 13

	ZR11-BL73
	167 ± 7
	182 ± 7
	190 ± 8
	198 ± 8
	205 ± 8

	ZR11-BL84
	192 ± 8
	210 ± 8
	219 ± 9
	228 ± 9
	236 ± 9

	Model Surface [10Be] (105 at g-1)
	15.49 ± 1.48
	15.22 ± 1.43
	15.13 ± 1.40
	15.06 ± 0.57
	15.01 ± 1.37

	Model Inherited [10Be] (105 at g-1)
	-1.30 ± 0.69
	-0.72 ± 0.63
	-0.47 ± 0.60
	-0.23 ± 0.57
	-0.02 ± 0.55

	Reduced 2
	14.0
	13.7
	13.6
	13.5
	13.4

	Apparent model exposure ageB (ka)
	48.7 ± 6.3
56.1 ± 6.1
	47.8 ± 6.1
55.1 ± 5.9
	47.5 ± 6.0
54.7 ± 5.8
	47.3 ± 6.0
54.4 ± 5.8
	47.1 ± 5.9
54.2 ± 5.7

	Estimated Surface ErosionC (cm)
	74.0
	69.0
	66.6
	64.4
	62.2

	Model Surface [26Al] (105 at g-1)
	90.37 ± 13.20
	88.87 ± 12.76
	88.35 ± 12.58
	87.97 ± 5.15
	87.70 ± 12.29

	Model Inherited [26Al] (105 at g-1)
	-5.28 ± 6.19
	-1.92 ± 5.62
	-0.45 ± 5.38
	0.91 ± 5.15
	2.17 ± 4.94

	Reduced 2
	2.3
	2.2
	2.2
	2.2
	2.2

	Apparent model exposure ageB (ka)
	46.8 ± 8.1
48.3 ± 7.6
	46.0 ± 7.8
47.4 ± 7.4
	45.7 ± 7.7
47.1 ± 7.3
	45.5 ± 7.7
46.9 ± 7.2
	45.4 ± 7.6
46.8 ± 7.1

	Estimated Surface ErosionC (cm)
	77.9
	72.5
	70.0
	67.5
	65.2


A
Depth to center of clast ± thickness/2
B
Top value calculated using model surface concentration and Global production rate for 10Be/26Al and Lm scaling (Balco et al., 2008). Bottom italicized value calculated using Northeastern North America production rate of Balco et al. (2009) and Lm scaling. Ages assume no significant inheritance based on profile fits.
C
Thickness of eroded sediment estimated assuming 160 g cm-2 spallogenic nucleon attenuation length.
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Figure S.2– Two-isotope plot for boulder sample ZR11-BL0, for 10Be and 26Al. Asterisks indicate that concentrations are normalized to site production rate for each nuclide – units for the x-axis are yr. While the sample plots in the burial or complex exposure field, its uncertainty overlaps the continuous exposure with steady erosion line at the 1 level, and it is indistinguishable from the continuous exposure with no erosion line at the 2 level. 

[image: image4.emf]


1000



900



800



700



600



500



400



300



200



100



0



-0
.2



-0
.1 0.
0



0.
1



0.
2



0.
3



0.
4



0.
5



0.
6



0.
7



0.
8



0.
9



1.
0



1.
1



1.
2



1.
3



1.
4



1.
5



1.
6



1.
7



Profile



Model



2.4 g cm-3



2.5 g cm-3



2.6 g cm-3



[10Be] (106 at g-1)



D
ep



th
 (g



 c
m



2 )










1000

900

800

700

600

500

400

300

200

100

0

-

0

.

2

-

0

.

1

0

.

0

0

.

1

0

.

2

0

.

3

0

.

4

0

.

5

0

.

6

0

.

7

0

.

8

0

.

9

1

.

0

1

.

1

1

.

2

1

.

3

1

.

4

1

.

5

1

.

6

1

.

7

Profile

Model

2.4 g cm

-3

2.5 g cm

-3

2.6 g cm

-3

[10Be]

 

(10

6

 at g

-1

)

D

e

p

t

h

 

(

g

 

c

m

2

)


Figure S.3 – Soil pit depth profile results for 10Be, showing concentration (± 1) vs. mass depth. Model fits for different possible mean bulk densities are shown for comparison. Black point at 0 g cm-2 is the projected surface concentration for the fit assuming 2.5 g cm-3 mean profile bulk density, while the point at 1000 g cm-2 is the estimated inheritance. Note that the inheritance is essentially zero for each density model shown – similar results are predicted for 2.2 and 2.7 g cm-3 (Table S.4).
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Figure S.4 – Soil pit depth profile results for 26Al, showing concentration (± 1) vs. mass depth. Model fits for different possible mean bulk densities are shown for comparison. Black point at 0 g cm-2 is the projected surface concentration for the fit assuming 2.5 g cm-3 mean profile bulk density, while the point at 1000 g cm-2 is the estimated inheritance. Note that the inheritance is essentially zero for each density model shown – similar results are predicted for 2.2 and 2.7 g cm-3 (Table S.4).
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Supplemental Information for A geochronologic framework for the Ziegler Reservoir fossil site, Snowmass Village, Colorado
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Figure S.5 Sample from a mammoth femur taken from the peat at Unit 16.  The femur was sectioned into 10 areas each about 2 mm in width.
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Figure S.6 Sample from a mammoth tusk taken from the peat at Unit 16.  The tusk was in fragments when found.
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Figure S.7 Sample from a bison femur section taken from the peat at Unit 16.  Markings show where three separate samples were taken; a and b are outer pieces and c is an inner piece.
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Figure S.8 Sample from a mastodon femur taken from the primary debris flow (Station 75).  The femur was sectioned into 5 areas each about 2 mm in width.
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Figure S.9 Sample from a mastodon tusk taken from an unknown stratigraphic unit, but close to the primary debris flow.  Top picture shows core of the tusk and the depth the slices were taken from.
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Figure S.10 Sample from a bison horn core taken from the primary debris flow (Station 75).  Two samples were analyzed from 60720a and one from 6072b.
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Figure S.11 Sample from a bison horn core taken from the main silt (Station 75).  Two samples were analyzed.
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Figure S.12 Sample from a salamander vertebrae taken from the main silt (Station 75).  One sample was analyzed from various bones.
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Figure S.13 Sample from a salamander vertebrae taken from the beach silt (Station 75).  One sample was analyzed from various bones. There were no results to report from this sample.
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Figure S.14 Sample from a rabbit femur taken from the basement silt (Station 75). These results are recorded in the tables under the designation of 72.127a.
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Figure S.15 Sample from a mastodon tooth taken from the basement silt (Station 75). The samples were divided into outer enamel (a), inner enamel (b), and dentine (c, d, e, and f).
Supplemental Information for A geochronologic framework for the Ziegler Reservoir fossil site, Snowmass Village, Colorado
OSL Dating Notes by Shannon A. Mahan1 and Harrison J. Gray1
1U.S. Geological Survey, Denver Federal Center, Box 25406, MS-974, Denver CO 80225 USA

http://crustal.usgs.gov/laboratories/luminescence_dating/index.html
Quartz OSL Decay Curves (upper part of picture) and single aliquot regeneration (SAR) growth curves (lower part of pictures)
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Figure S.16 (upper) An OSL decay curve for ZR11.OSL-1 and ZR11.OSL-2 (Unit 9 and Unit 10, Locality 43) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  The x-axis is time of measurement in seconds (s) and the y-axis is photon counts/second over the course of the 40 second measurement period (here a little over 200,000 to 800,000 photons/sec at the start of the LED’s stimulation).  A sharp decay is seen after 1 to 2 seconds of stimulation indicating access from a fast component of OSL. Figure S.16 (lower) with the natural plotted on the Lx/Tx axis just under 1.6 and intersecting the bottom at about 170 to 150 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  The bleach (zero) is shown at the junction of the axes.  The y-axis shows the luminescence response over the test dose response (Lx/Tx or unitless normalized OSL sensitivity measurements).  Regeneration proceeded “optimally”, with a recycle within 1% of the first measurement (two clustered circles close to the 0.8 x-axis mark).
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Figure S.17 (upper) An OSL decay curve for ZR11.OSL-3 and ZR11.OSL-4 (Unit 13, Locality 43) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.17 (lower) with the natural plotted on the Lx/Tx axis just above 1.2 and intersecting the bottom at about 150 to 130 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  

[image: image20.png]ZR-OSL-5 200000
120000
150000
80000
100000
40000 50000
4 0
00 100 200 300 400 00 100 200 300 400
Time (s) Time (s)
LTx Lx/Tx
16 16
12 12
08 08
04 04
00 00
0.0 10 20 3.0 0.0 1.0 2.0 3.0

Dose (5) x 100

Dose (s) x 100




Figure S.18 (upper) An OSL decay curve for ZR11.OSL-5 and ZR11.OSL-6 (Unit 14, Locality 43) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.18 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 140 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  
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Figure S.19 (upper) An OSL decay curve for ZR11.OSL-7 and ZR11.OSL-8 (Unit 9a and Unit 8, respectively, Locality 52) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.19 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 190 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  

[image: image22.png]ZR-OSL-9

ZR-OSL-10

400000
200000
100000 200000
Y 0
00 100 200 300 400 00 100 200 300 400
Time (s) Time (s)
LxTx LxiTx
16
16
12
12
08
08
04
04
00
00
00 10 20 30 40 00 1.0 20 30

Dose (5) x 100

Dose (s) x 100




Figure S.20 (upper) An OSL decay curve for ZR11.OSL-9 and ZR11.OSL-10 (Unit 17 and Unit 10, respectively, Locality 51 and Locality 10) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.20 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 150-220 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  
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Figure S.21 (upper) An OSL decay curve for ZR11.OSL-11 and Deep Pit 4.5 (Unit 10 and Unit 6, respectively, Locality 10 for OSL-11 and an unnamed locality for the deep pit sample) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.21 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 150-220 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 75 Gy, 150 Gy, 300 Gy).  
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Figure S.22 (upper) OSL decay curves for the Mammoth Tusk taken from Unit 5 as Specimen #76.98 (MT1&2 is taken from sediment in the jacket and outside the tusk, MT-1a is sediment inside the tusk, and MT-1b is sediment inside a humerus within the same jacket) showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.22 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 150-220 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at 100 Gy, 200 Gy, 400 Gy).  
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Figure S.23 (upper) OSL decay curves for three of the four the compacted dirt clods collected Nov. 2010 from Locality 87 showing a fast quartz signal as measured with blue-light wavelength emitting diodes.  Figure S.23 (lower) with the natural plotted on the Lx/Tx axis around 1.2 and intersecting the bottom at about 150-220 Gys.  The x-axis is the equivalent dose measured in Grays (source calibration is 0.0825 Gy/sec and shown circles are obtained at about 75 Gy, 150 Gy, 250 Gy).  
Polymineral IRSL Growth Curves obtained using multiple aliquot additive dose (MAAD). Only samples ZR11.OSL-1 through ZR11.OSL11 were analyzed using this method.

[image: image26]
Figure S.24 growth curves for IRSL, with the natural plotted on the vertical intensity axis (photons/sec axis near the y-axis).  Multiple aliquot additive doses increase in response to increasing beta radiation and are fitted to an exponential.  Dose is measured in Grays with seconds of stimulation shown as discrete numbers (i.e.  1.68E2 ± 3.42E1 = 168 ± 34.2 Grays).  To obtain the average doses all measurements from 1 to 30 seconds are used.
Polymineral IRSL Decay Curves obtained using multiple aliquot additive dose (MAAD). Only samples ZR11.OSL-1 through ZR11.OSL11 were analyzed using this method.
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Figure S.25 decay curves for IRSL, the natural plots at the bottom with higher curves obtained from response to increasing beta radiation.  Thus the curves are arranged in groups of four (i.e. each set of conditions is repeated on four different discs of material).  The curves are obtained by turning on IRSL diodes for 30 seconds and stimulating the sediment on the discs.  This technique was widely used in the 1990’s and is now days used as one of the ways to check partial bleaching in sediments, by comparing ages obtained this way against ages obtained using SAR on quartz.
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Figure S.26 Radial plot of equivalent dose measurements for sample Station #51, Unit 17, ZR11-OSL9 (n= 20 out of 20 attempts).  Radial plot indicates best fit is at about 115 Gray (Gy) whereas the weighted mean indicates a best fit at 114 Gy.  There appears to be a minor trend to partial bleaching (note the scatter of equivalent doses higher than 120 Gy).  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.  For more information on radial plots and how to obtain the software, see http://www.ucl.ac.uk/~ucfbpve/radialplotter/ or Vermeesch, P., 2009, RadialPlotter: a Java application for fission track, luminescence and other radial plots, Radiation Measurements, 44, 4, 409-410.
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Figure S.27 Radial plot of equivalent dose measurements for sample Station #43, Unit 14 top, ZR11-OSL6 (n= 30 out of 30 attempts).  Radial plot indicates best fit is at about 140 Gy, weighted mean indicates a best fit at 139 Gy.  There is very little scatter and the equivalent doses errors are all better than 8% and the dispersion of the equivalent doses is better than 9%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.28 Radial plot of equivalent dose measurements for sample Station #43, Unit 14 bottom, ZR11-OSL5 (n= 30 out of 30 attempts).  Radial plot indicates best fit is at about 135 Gy, weighted mean indicates a best fit also at 135 Gy.  There is very little scatter and the equivalent doses errors are all better than 12% and the dispersion of the equivalent doses is better than 9%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.29 Radial plot of equivalent dose measurements for sample Station #43, Unit 13 top, ZR11-OSL4 (n= 20 out of 20 attempts).  Radial plot indicates best fit is at about 155 Gy, weighted mean indicates a best fit at 153 Gy.  There is very little scatter and the equivalent doses errors are all better than 9% and the dispersion of the equivalent doses is better than 9%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.30 Radial plot of equivalent dose measurements for sample Station #43, Unit 13 bottom, ZR11-OSL3 (n= 30 out of 30 attempts).  Radial plot indicates best fit is at about 130 Gy, weighted mean indicates a best fit at 128 Gy.  There is little scatter, a suggestion of partial bleaching, and the equivalent doses errors are all better than 10% and the dispersion of the equivalent doses is 13%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.31 Radial plot of equivalent dose measurements for sample Station #43, Unit 10 (Yellow Brick Road or YBR), ZR11-OSL2 (n= 30 out of 30 attempts).  Radial plot indicates best fit is at about 155 Gy, weighted mean indicates a best fit at 157 Gy.  There is very little scatter and the equivalent doses errors are all better than 10% and the dispersion of the equivalent doses is better than 11%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.32 Radial plot of equivalent dose measurements for sample Station #49, Unit 10 (Yellow Brick Road or YBR), ZR11-OSL10 (n= 20 out of 20 attempts).  Radial plot indicates best fit is at about 150 Gy, weighted mean indicates a best fit at 149 Gy.  There is very little scatter and the equivalent doses errors are all better than 10% and the dispersion of the equivalent doses is better than 11%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.33 Radial plot of equivalent dose measurements for sample Station #55, Unit 10 (Yellow Brick Road or YBR), ZR11-OSL11 (n= 30 out of 30 attempts).  Radial plot indicates best fit is at about 175 Gy, weighted mean indicates a best fit also at 172 Gy.  There is very little scatter and the equivalent doses errors are all better than 8% and the dispersion of the equivalent doses is better than 9%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.34 Radial plot of equivalent dose measurements for sample Station #43, Unit 9 mottled silt, ZR11-OSL1 (n= 28 out of 28 attempts).  Radial plot indicates best fit is at about 170 Gy, weighted mean indicates a best fit also at 171 Gy.  There is little scatter and the equivalent doses errors are all better than 12% and the dispersion of the equivalent doses is better than 11%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.35 Radial plot of equivalent dose measurements for sample Station #52, Unit 9a (just above ZR-8), ZR11-OSL7 (n= 29 out of 30 attempts).  Radial plot indicates best fit is at about 200 Gy, weighted mean indicates a best fit at 201 Gy.  There is no scatter but the equivalent doses errors are all better than 13% and the dispersion of the equivalent doses is better than 5%.  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.36 Radial plot of equivalent dose measurements for sample Station #52, Unit 8, ZR11-OSL8 (n= 25 out of 25 attempts).  Radial plot indicates best fit is at about 230 Gray, weighted mean indicates a best fit at 238 Gy.  There appears to be a trend to partial bleaching (note the scatter of equivalent doses higher than 250 Gy).  All grain sizes from 180-63 microns were combined to get enough quartz grains to analyze.
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Figure S.37 Radial plot of equivalent dose measurements for sample Specimen #76.98, Unit 5, MT-1a sediment inside tusk (n= 27 out of 27 attempts).  Radial plot indicates best fit is at about 160 Gray, weighted mean indicates a best fit also at 160 Gy.  The error on the equivalent dose measurements is less than 10% and the dispersion of the equivalent dose measurements is only about 8%. All grain sizes from 250-63 microns were combined to get enough quartz grains to analyze.
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Figure S.38 Radial plot of equivalent dose measurements for sample Specimen #76.98, Unit 5, MT-1b sediment inside humerus (n= 26 out of 26 attempts).  Radial plot indicates best fit is at about 215 Gray, weighted mean indicates a best fit also at 213 Gy.  There are two aliquots with substantially lower equivalent dose measurements.  The dispersion is slightly higher due to the effect of four smaller equivalent dose aliquots. All grain sizes from 250-63 microns were combined to get enough quartz grains to analyze.
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Figure S.39 Radial plot of equivalent dose measurements for sample Specimen #76.98, Unit 5, MT-1&2 dirt outside and adjacent to tusk (n= 27 out of 27 attempts).  Radial plot indicates best fit is at about 125 Gray, weighted mean indicates a best fit is at 117 Gy.  There is substantial scatter in this sample and a trend from smaller equivalent doses that we attribute to light exposure during the collection of the bones.  The dispersion is higher due to the effect of the scatter in the measured equivalent doses (at >20%). All grain sizes from 250-63 microns were combined to get enough quartz grains to analyze.
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Figure S.40 Radial plot of equivalent dose measurements for sample Deep Pit, 4.5 m pollen block, Unit 6 (n= 31 out of 31 attempts).  Radial plot indicates best fit is at about 200 Gray, weighted mean indicates a best fit also at 200 Gy.  The error on the equivalent dose measurements is less than 10% and the dispersion of the equivalent dose measurements is only about 10.5%. All grain sizes from 250-63 microns were combined to get enough quartz grains to analyze.
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Figure S.41 Radial plot of equivalent dose measurements for sample ZR12-87-4 (n= 20 out of 20 attempts).  Radial plot indicates best fit is at about 99 Gray, weighted mean indicates a best fit also at 101 Gy.  The error on the equivalent dose measurements is less than 5% and the dispersion of the equivalent dose measurements is only about 9%. All grain sizes from 125-90 microns were combined to get enough quartz grains to analyze.
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Figure S.42 Radial plot of equivalent dose measurements for sample ZR12-87-3 (n= 19 out of 20 attempts).  Radial plot indicates best fit is at about 93 Gray, weighted mean indicates a best fit also at 93 Gy.  The error on the equivalent dose measurements is less than 8% and the dispersion of the equivalent dose measurements is 12%. All grain sizes from 125-90 microns were combined to get enough quartz grains to analyze.
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Figure S.43 Radial plot of equivalent dose measurements for sample ZR12-87-2 (n= 25 out of 25 attempts).  Radial plot indicates best fit is at about 105 Gray, weighted mean indicates a best fit also at 105 Gy.  The error on the equivalent dose measurements is less than 7% and the dispersion of the equivalent dose measurements is 12%. All grain sizes from 125-90 microns were combined to get enough quartz grains to analyze.
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Figure S.44 Radial plot of equivalent dose measurements for sample ZR12-87-1 (n= 20 out of 20 attempts).  Radial plot indicates best fit is at about 106 Gray, weighted mean indicates a best fit also at 105 Gy.  The error on the equivalent dose measurements is less than 13% and the dispersion of the equivalent dose measurements is only about 9%. All grain sizes from 125-90 microns were combined to get enough quartz grains to analyze.
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Figure S.45. Cayce Gulbransen (USGS) sampling for OSL at Locality 43. Cayce is pointing to one of a series of OSL samples (black cap end), while the portable gamma spectrometer is at the bottom of the carved exposure. The famous “yellow brick road” layer is clearly seen just above the portable gamma spec at the level of the first “step”.
Figure S.46.  Close up of the extremely fine grained, moist (even after being uncovered for several weeks), and compacted nature of the sediment from the lake bottom. These samples are from Locality 43 by the “Yellow Brick Road”. OSL samples are 6.4 cm in diameter (2.5 in).
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[image: image61.emf]TABLE S.4: IRSL and Quartz OSL Data and Ages from Ziegler Reservoir, Snowmass, Colorado

Sample information% Water  K (%)

b

U (ppm)

b

Th (ppm)

b

Cosmic dose

c

Total Dose Equivalent  n

d

Age

content

a

additions (Gy/ka)

Rate (Gy/ka)

e

Dose (Gy)

(ka)

e

ZR11.OSL-9

93 (100) 1.57 ± 0.01 3.49 ± 0.12 8.38 ± 0.29 0.24 ± 0.02 1.64 ± 0.06 114 ± 5.02 20 (20) 69.5 ± 4.20

Unit 17

2.36 ± 0.09

f

71.7 ± 2.30

f

- 30.4 ± 2.98

f

39.0 ± 3.80

g

ZR11.OSL-6

79 (100) 1.69 ± 0.02 3.05 ± .09 8.73 ± 0.27 0.22 ± 0.02 1.64 ± 0.06 139 ± 5.00 30 (30) 85.0 ± 4.28

Unit 14 top

2.33 ± 0.08

f

128 ± 1.18

f

- 54.9 ± 3.97

f

87.8 ± 6.36

g

ZR11.OSL-5

106 (100) 1.82 ± 0.02 3.30 ± 0.10 9.03 ± 0.31 0.21 ± 0.02 1.73 ± 0.06 134 ± 5.09 30 (30) 77.5 ± 4.00

Unit 14 bottom

2.46 ± 0.09

f

105 ± 2.51

f

- 42.5 ± 3.62

f

89.1 ± 7.61

g

ZR11.OSL-4

98 (100) 1.89 ± 0.02 3.53 ± 0.10 9.34 ± 0.35 0.20 ± 0.02 1.78 ± 0.06 153 ± 7.59 20 (20) 86.2 ± 5.23

Unit 13 top

2.55 ± 0.09

f

113 ± 3.91

f

- 44.3 ± 4.36

f

93.2 ± 9.19

g

ZR11.OSL-3

107 (100) 1.72 ± 0.02 3.17 ± .09 8.42 ± 0.24 0.19 ± 0.02 1.62 ± 0.06 128 ± 4.92 30 (30) 78.9 ± 4.10

Unit 13 bottom

2.32 ± 0.08

f

127 ± 1.01

f

- 54.6 ± 3.92

f

117 ± 8.49

g

ZR11.OSL-2

100 (100) 1.84 ± 0.02 3.51 ± 0.10 8.42 ± 0.26 0.18 ± 0.02 1.71 ± 0.06 157 ± 6.05 30 (30) 91.8 ± 4.79

YBR middle, Unit 10

2.45 ± 0.09

f

129 ± 2.71

f

- 52.8 ± 4.31

f

113 ± 9.29

g

ZR11.OSL-10

100 (100) 1.49 ± 0.01 2.65 ± 0.09 6.40 ± 0.26 0.22 ±  0.01 1.42 ± 0.06 149 ± 7.5 20 (20) 105 ± 6.72

YBR north, Unit 10

1.99 ± 0.08

f

127 ± 4.03

f

- 63.5 ± 6.39

f

 83.6 ± 6.16

g


[image: image62.emf]Sample information% Water  K (%)

b

U (ppm)

b

Th (ppm)

b

Cosmic dose

c

Total Dose Equivalent  n

d

Age

content

a

additions (Gy/ka)

Rate (Gy/ka)

e

Dose (Gy)

(ka)

e

ZR11.OSL-11

100 (100) 1.84 ± 0.02 3.55 ± 0.12 8.53 ± 0.34 0.19 ± 0.02 1.72 ± 0.07 172 ± 7.28 30 (30) 100 ± 5.82

YBR south, Unit 10

2.47 ± 0.10

f

127 ± 2.62

f

- 51.7 ± 4.65

f

63.2 ± 6.12

g

ZR11.OSL-1

95 (100) 1.84 ± 0.02 3.69 ± 0.11 8.42 ± 0.25 0.18 ± 0.02  1.76 ± 0.06 171 ± 6.41 28 (28) 99.3 ± 5.07

Unit 9

2.48 ± 0.09

f

147 ± 6.03

f

- 59.2 ± 6.36

f

128 ± 13.8

g

ZR11.OSL-7

54 (100) 1.95 ± 0.02 3.66 ± 0.13 8.95 ± 0.35 0.17 ± 0.01 1.78 ± 0.07 201 ± 10.1 29 (30) 113 ± 7.09

Unit 9a

2.56 ± 0.10

f

180 ± 10.2

f

-  70.5 ± 9.41

f

 114 ± 15.0

g

ZR11.OSL-8

48 (100) 1.91 ± 0.02 4.08 ± 0.14 8.10 ± 0.32 0.16 ± 0.01 1.76 ± 0.07 238 ± 8.90 25 (25) 135 ± 7.22

Unit 8

 2.56 ± 0.10

f

201 ± 10.3

f

- 78.4 ± 9.90

f

153 ± 13.7

g

MT-1a

15 (100) 1.53 ± 0.03 2.08 ± 0.07 6.93 ± 0.13 0.10 ± 0.01 1.36 ± 0.03 160 ± 4.48 27 (27) 117 ± 4.02

Specimen #76.98 dirt inside tusk

MT-1b

15 (100) 2.07 ± 0.08 3.04 ± 0.20 7.73 ± 0.48 0.10 ± 0.01 1.74 ± 0.06 213 ± 7.03 24 (26) 123 ± 5.99

Specimen #76.98 dirt inside humerus

MT-1&2

15 (100) 2.07 ± 0.08 3.04 ± 0.20 7.73 ± 0.48 0.10 ± 0.01 1.74 ± 0.06 117 ± 3.16 27 (27) 67.4 ± 3.03

Speciment #76.98 dirt outside tusk

Deep Pit 4.5m

15 (100) 2.09 ± 0.04 3.42 ± 0.19 8.31 ± 0.21 0.07 ± 0.01 1.69 ± 0.07 200 ± 5.81 30 (31) 119 ± 5.73

block given to us by Tom Ager

ZR-87-1

25 (100) 1.86 ± 0.03 3.36 ± 0.07 9.65 ± 0.28 0.26 ± 0.02 1.83 ± 0.04 106 ± 3.18 28 (28) 56.8 ± 2.12

14x11x8 cm block


[image: image63.emf]Sample information% Water  K (%)

b

U (ppm)

b

Th (ppm)

b

Cosmic dose

c

Total Dose Equivalent  n

d

Age

content

a

additions (Gy/ka)

Rate (Gy/ka)

e

Dose (Gy)

(ka)

e

ZR-87-2

25 (100) 1.86 ± 0.03 3.36 ± 0.07 9.65 ± 0.28 0.26 ± 0.02 1.83 ± 0.04 105 ± 2.62 25 (25) 56.2 ± 1.85

13x10x6 cm block

ZR-87-3

25 (100) 1.54 ± 0.03 2.62 ± 0.14 7.88 ± 0.32 0.26 ± 0.02 1.52 ± 0.04 92.7 ± 3.18 20 (20) 60.6 ± 2.80

11x8x8 cm block

ZR-87-4

25 (100) 1.54 ± 0.03 2.62 ± 0.14 7.88 ± 0.32 0.26 ± 0.02 1.52 ± 0.04 98.9 ± 4.15 20 (20) 64.7 ± 3.40

10x6x8 cm block

aField moisture, with figures in parentheses indicating the complete sample saturation %.  Ages calculated using approximately 100% of saturation values.

bAnalyses obtained using ICP-MS.  All are total digests with HF and HNO3.  Equilibration was done with HCl (9N).

cCosmic doses and attenuation with depth were calculated using the methods of Prescott and Hutton (1994).  See text for details.

dNumber of replicated equivalent dose (De) estimates used to calculate the mean.  Figures in parentheses indicate total number of measurements made including failed runs with unusable data.

eDose rate and age for fine-grained 180-90 microns quartz sand.  Linear + exponential fit used on equivalent dose, with single aliquot regeneration. Errors to one sigma.

fFeldspar from fine-grains of 4-11 micron polymineral silt, as a check to quartz. Exponential fit used for equivalent dose, multiple aliquot additive dose.  Errors to one sigma. No fade ratios applied.

gFeldspar from fine-grains of 4-11 micron polymineral silt, as a check to quartz. Exponential fit used for equivalent dose, multiple aliquot additive dose.  Errors to one sigma. Fade corrections applied.

Fade tests indicate 3-12% corrections (only on linear portions of data fit).  Actual ratios varied for each sample.

Notes on first set:

ZR11-1 to ZR11-5 were applied a 10% fade while ZR11-3 had a measured 12.7% fade and ZR11-4 had a measured fade of 4%.

ZR11-7 was applied a 9% fade, ZR11-6 had a measured 8.6% fade, ZR11-8 had a measured fade of 13.1%

ZR11-9 had a measured fade of 7% while ZR11-11 had a measured fade of 4.3%, ZR-10 was applied a fade of 4.3%

Notes on second set:

MT-1, MT-2, MT-3, MT-4, MT-5 are distinct subsets of dirt adjacent to tusk specimen # 76.98

MT-1b, MT-2b, MT-3b, and MT-4b are distinct subsets of dirt inside the humerus specimen #76.98

MT-1a and MT-2a are distinct subsets (film canisters) from dirt inside the tuck specimen #76.98

The BEST samples were judged to be MT-1a and MT-1b because I did NOT see any in situ Maroon Bells pebbles or decaying shale like I saw 

in the humerus sample. Second best is MT-1 etc and third is the humerus MT-1b etc (pebbles disintergrating in place).

Notes on third set:

The samples labeled ZR87 come from six bags of dirt collected by DMNS during November 2010.

The dirt was from locality 87 (DMNH Loc. 4020) but was not specific to any outcrop or preserved stratigraphic interval.

The USGS lab obtained the bags in August 2012 and searched each bag for dirt "clods" or blocks

" Clods" had to have at least a diameter of 6-8 cm (we assumed a density of 1.43 g/cm3 for sediment and a possible light penetration of 2.5 cm).

Leftover block sediment was used to obtain elemental concentrations on ZR87-1 and ZR87-2 (combined) as well as combined sample for ZR87-3 and ZR87-4.


Table S.5 the complete OSL data set for the Ziegler Reservoir samples.

[image: image64.emf]Sample Name K (weight %)U (ppm)Th (ppm)Rb (ppm) Sample NameK (weight %)U (ppm)Th (ppm)Rb (ppm)

ZR11.OSL-1 ZR11.OSL7

In Situ Gamma 1.60 3.00 8.30 - In Situ Gamma - - - -

ICP-MS 1.84 3.69 8.42 85.9 ICP-MS 1.95 3.66 8.95 89.4

FUS-ICP/INAA 1.79 2.70 8.50 - FUS-ICP/INAA 1.96 3.80 8.40 -

XRF 2.39 - - 75.0 XRF 2.46 - - 77.0

Lab Gamma 0.78 1.61 4.00 -

ZR11.OSL-2

In Situ Gamma 1.40 2.60 7.30 - ZR11.OSL8

ICP-MS 1.84 3.51 8.42 84.7 In Situ Gamma - - - -

FUS-ICP/INAA 1.85 2.70 7.80 - ICP-MS 1.91 4.08 8.10 79.5

XRF 2.50 - - 73.0 FUS-ICP/INAA 1.87 5.30 8.70 -

XRF 2.64 - - 77.0

ZR11.OSL-3 Lab Gamma 1.49 4.56 8.25 -

In Situ Gamma 1.40 3.30 7.00 -

ICP-MS 1.72 3.17 8.42 84.1 ZR11.OSL9

FUS-ICP/INAA 1.74 3.60 9.20 - In Situ Gamma 1.40 2.50 8.60 -

XRF 2.56 - - 76.0 ICP-MS 1.57 3.49 8.38 87.1

FUS-ICP/INAA 1.54 4.80 8.10 -

ZR11.OSL-4 XRF 2.35 - - 73.0

In Situ Gamma 1.70 3.10 9.70 -

ICP-MS 1.89 3.53 9.34 85.1 ZR11.OSL10

FUS-ICP/INAA 1.91 4.10 8.40 - In Situ Gamma 1.90 3.40 9.10 -

XRF 2.60 - - 83.0 ICP-MS 1.49 2.65 6.40 57.7

FUS-ICP/INAA 1.54 5.60 6.70 -

ZR11.OSL-5 XRF 1.78 - - 60.0

In Situ Gamma 1.70 2.90 9.30 -

ICP-MS 1.82 3.30 9.03 82.7 ZR11.OSL11

FUS-ICP/INAA 1.87 3.10 8.80 - In Situ Gamma 1.90 3.10 9.30 -

XRF 2.60 - - 81.0 ICP-MS 1.84 3.55 8.53 76.3

FUS-ICP/INAA 1.75 2.40 8.40 -

ZR11.OSL-6 XRF 2.16 - - 75.0

In Situ Gamma 1.50 2.70 9.00 -

ICP-MS 1.69 3.05 8.73 77.5 Fusion ICP obtained on K

FUS-ICP/INAA 1.67 2.80 8.8 - INAA obtained on U, Th

XRF 2.53 - - 75.0

Lab Gamma 1.86 2.73 8.08 -

ZR11.OSL Elemental Concentrations Data Comparisons


Table S.6 Table of elemental concentrations obtained by a variety of methods with comparisons against each other.  Essentially this was done to check for disequilibrium in the U:Th of the sediments themselves. Extreme outliers are highlighted in red colored font.  This was only done for the first 11 samples, thereafter ICP-MS and lab gamma spectrometry were used for the analyses.  The ICP-MS and gamma spectrometry analyses were obtained using USGS labs in Denver, Colorado. More information on the ICP-MS process at the USGS can be found at http://crustal.usgs.gov/laboratories/icpms/index.html. 
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